
PULLBACK EXPONENTIAL ATTRACTORS WITH ADMISSIBLE
EXPONENTIAL GROWTH IN THE PAST
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Abstract. For an evolution process we prove the existence of a pullback ex-
ponential attractor, a positively invariant family of compact subsets which have
a uniformly bounded fractal dimension and pullback attract all bounded subsets
at an exponential rate. The construction admits the exponential growth in the
past of the sets forming the family and generalizes the known approaches. It also
allows to substitute the smoothing property by a weaker requirement without
auxiliary spaces. The theory is illustrated with the examples of a nonautonomous
Chafee-Infante equation and a time-dependent perturbation of a reaction-diffusion
equation improving the results known in the literature.

1. Introduction

In this paper we present a construction of a pullback exponential attractor for an
evolution process. A pullback exponential attractor is a positively invariant family
of compact subsets which have a uniformly bounded fractal dimension and pullback
attract all bounded subsets at an exponential rate. Before the publication of [4]
the constructions of a pullback exponential attractor implied that the constructed
family is uniformly bounded in the past (see [9], [11], [8]). In [4] it was shown that
the family may grow sub-exponentially in the past and still have a uniform bound
on the fractal dimension. Below we improve the results of that article by allowing
the sets to grow even exponentially in the past and still have a uniformly bounded
fractal dimension. There are other differences between the results of [4] and ours.
First of all, we do not assume the process to be continuous with respect to all the
variables, i.e., the function {(t, s) ∈ R2 : t ≥ s} × V 3 (t, s, u) 7→ U(t, s)u ∈ V
need not be continuous. However, we assume that the operators U(t, s) are Lips-
chitz continuous within the positively invariant family of bounded absorbing sets
{B(t) : t ∈ R}. For convenience, we also require that the sets B(t) are closed subsets
of the Banach space V . Contrary to assumptions of [4], the sets B(t) may grow
exponentially in the past and the absorption of bounded subsets takes place also
only in the past (see assumptions (A1)-(A3) in Section 2). Moreover, we assume
that the process decomposes in the past into a contracting part and a smoothing
part (see assumptions (H1)-(H2) in Section 2). Under these assumptions we prove
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the existence of a pullback exponential attractor, which also pullback attracts the
family {B(t) : t ∈ R} (see Theorem 2.2). The same assumptions guarantee also the
existence of the pullback global attractor with uniformly bounded fractal dimension
(see Corollary 2.8). From the point of view of applications it seems interesting to
substitute the smoothing property (H2) by a weaker premise, which does not refer to
any auxiliary space. This is done in Corollary 2.6, which together with Theorem 2.2
and Corollary 2.8 constitutes the main results of Section 2.

In Section 3 we consider a nonautonomous Chafee-Infante equation with Neu-
mann boundary conditions

∂tu = 4u+ λu− β(t)u3, t > s, x ∈ Ω,
∂u
∂ν

= 0, t > s, x ∈ ∂Ω,

u(s) = us, x ∈ Ω,

in a smooth bounded domain Ω ⊂ Rd. Here we extend the results of [5] by allowing
that the real function β tends to 0 in −∞ at an exponential rate. We show that
a pullback global attractor and a pullback exponential attractor both exist and
have a uniform finite bound on the fractal dimension. However, the diameter of
their sections is unbounded in the past and, in the case of a particular β, grows
exponentially in the past.

In Section 4 we consider a nonautonomous reaction-diffusion equation with Dirich-
let boundary condition

∂tu−4u+ f(t, u) = g(t), t > s, x ∈ Ω,

u = 0, t > s, x ∈ ∂Ω,

u(s) = us, x ∈ Ω,

in a smooth bounded domain Ω ⊂ Rd under the assumptions on f considered in [2].
However, here we assume that g ∈ L2

loc(R, L2(Ω)) satisfies

(1.1) ‖g(t)‖2
L2(Ω) ≤M0e

α|t|, t ∈ R,

with 0 ≤ α < λ1 and M0 > 0, where λ1 > 0 denotes the first eigenvalue of
−4D, where 4D is the Laplace operator in L2(Ω) with zero Dirichlet boundary
condition, while in [2] the function g could have only a polynomial growth. We prove
the existence of a pullback exponential attractor and a pullback global attractor
in H1

0 (Ω), both with uniform bound on fractal dimension of their sections, using
Corollary 2.6 without the smoothing property.

2. Construction of pullback exponential attractors

Below we present a construction of a family of sets, called a pullback exponential
attractor, for an evolution process (see Theorem 2.2), which is a consequence of
similar constructions for a discrete semi-process and a discrete process also provided
in this section.

We consider an evolution process {U(t, s) : t ≥ s} on a Banach space (V, ‖·‖V ),
i.e., the family of operators U(t, s) : V → V , t ≥ s, t, s ∈ R, satisfying the properties

(a) U(t, s)U(s, r) = U(t, r), t ≥ s ≥ r,
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(b) U(t, t) = Id, t ∈ R,

where Id denotes the identity operator on V . If X is a normed space we denote by
O(X) the class of all nonempty bounded subsets of X and by BX

R (x) the open ball
in X centered at x of radius R > 0.

Definition 2.1. By a pullback exponential attractor for the process {U(t, s) : t ≥ s}
on V we call a family {M(t) : t ∈ R} of nonempty compact subsets of V such that

(i) the family is positively invariant under the process U(t, s), i.e.,

U(t, s)M(s) ⊂M(t), t ≥ s,

(ii) the fractal dimension in V of the sets forming the family has a uniform
bound, i.e., there exists d ≥ 0 such that

sup
t∈R

dimV
f (M(t)) ≤ d <∞,

(iii) there exists ω > 0 such that every set D ∈ O(V ) is pullback exponentially
attracted at time t ∈ R by M(t) with the rate ω, i.e., for any D ∈ O(V )
and t ∈ R we have

(2.1) lim
s→∞

eωs distV (U(t, t− s)D,M(t)) = 0,

where distV (A,B) = sup
x∈A

inf
y∈B
‖x− y‖V denotes the Hausdorff semi-distance.

We remark that one may extend (iii) and require attraction of sets D bounded
in a given normed space Y provided (2.1) makes sense. This leads to the notion of
a (Y − V ) pullback exponential attractor (cp. [6], [7]).

The construction of a pullback exponential attractor in Theorem 2.2 will be based
on the smoothing property (cp. assumption (H2) below) and will follow closely the
presentation of [4]. Nevertheless, we observe that the smoothing property is not
necessary to obtain this result and show the existence of a pullback exponential
attractor without the smoothing property in Corollary 2.6. Both results general-
ize [4] by admitting exponential growth in the past of the diameter of sections of
a pullback exponential attractor (cp. assumption (A2) below).

We assume that

(A1) there exists a family of nonempty closed bounded subsets B(t) of V , t ∈ R,
which is positively invariant under the process, i.e.,

U(t, s)B(s) ⊂ B(t), t ≥ s,

(A2) there exist t0 ∈ R, γ0 ≥ 0 and M > 0 such that

diamV (B(t)) < Me−γ0t, t ≤ t0,

(A3) in the past the family {B(t) : t ∈ R} pullback absorbs all bounded subsets
of V ; that is, for every D ∈ O(V ) and t ≤ t0 there exists TD,t ≥ 0 such that

U(t, t− r)D ⊂ B(t), r ≥ TD,t,

and, additionally, the function (−∞, t0] 3 t 7→ TD,t ∈ [0,∞) is nondecreasing
for every D ∈ O(V ); hence, in fact, we have for any D ∈ O(V ) and t ≤ t0

U(s, s− r)D ⊂ B(s), s ≤ t, r ≥ TD,t.
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Note that (A2) implies that for any γ > γ0

diamV (B(t))eγt → 0 as t→ −∞,

which generalizes the assumption used in [4, Definition 3.1]. In particular, our as-
sumptions admit an exponential growth in the past of the sets forming the pullback
absorbing family.

Next, we assume that the semi-process {U(t, s) : t0 ≥ t ≥ s} can be represented
as the sum

(2.2) U(t, s) = C(t, s) + S(t, s),

where {C(t, s) : t0 ≥ t ≥ s} and {S(t, s) : t0 ≥ t ≥ s} are families of operators
satisfying the following properties:

(H1) there exists t̃ > 0 such that C(t, t− t̃) are contractions within the absorbing
sets with the contraction constant independent of time, i.e.,∥∥C(t, t− t̃)u− C(t, t− t̃)v

∥∥
V
≤ λ ‖u− v‖V , t ≤ t0, u, v ∈ B(t− t̃),

where 0 ≤ λ < 1
2
e−γ0 t̃ with γ0 ≥ 0 from (A2),

(H2) there exists an auxiliary normed space (W, ‖·‖W ) such that V is compactly
embedded into W and µ > 0 is such that

(2.3) ‖u‖W ≤ µ ‖u‖V , u ∈ V,

and there exists κ > 0 such that S(t, t− t̃) satisfies the smoothing property
within the absorbing sets, i.e.,∥∥S(t, t− t̃)u− S(t, t− t̃)v

∥∥
V
≤ κ ‖u− v‖W , t ≤ t0, u, v ∈ B(t− t̃).

Finally, we assume that

(H3) the process is Lipschitz continuous within the absorbing sets, i.e., for every
t ∈ R and s ∈ [t, t+ t̃] there exists Lt,s > 0 such that

‖U(s, t)u− U(s, t)v‖V ≤ Lt,s ‖u− v‖V , u, v ∈ B(t).

Indeed, assumption (H3) implies that for any s ≥ t there exists Lt,s > 0 such that

(2.4) ‖U(s, t)u− U(s, t)v‖V ≤ Lt,s ‖u− v‖V , u, v ∈ B(t).

Note that assumptions (A1) and (H3) hold for any t ∈ R, while the rest of assump-
tions holds only in the past, that is, for t ≤ t0.

Theorem 2.2. If the process {U(t, s) : t ≥ s} on a Banach space V satisfies (A1)-

(A3) and (H1)-(H3), then for any ν ∈ (0, 1
2
e−γ0 t̃ − λ) there exists a pullback expo-

nential attractor {M(t) =Mν(t) : t ∈ R} in V satisfying the properties:

(a) M(t) is a nonempty compact subset of B(t) for t ∈ R,
(b) U(t, s)M(s) ⊂M(t), t ≥ s,
(c) the fractal dimension of M(t) is uniformly bounded w.r.t. t ∈ R, i.e.,

sup
t∈R

dimV
f (M(t)) ≤

− lnNW
ν
κ

(BV
1 (0))

ln (2(ν + λ)) + γ0t̃
,
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where NW
ν
κ

(BV
1 (0)) denotes the smallest number of balls in W with radius ν

κ

and centers in BV
1 (0) necessary to cover BV

1 (0),
(d) for any t ∈ R there exists ct > 0 such that for any s ≥ max{t− t0, 0}+ 2t̃

(2.5) distV (U(t, t− s)B(t− s),M(t)) ≤ cte
−ω0s,

where ω0 = −1
t̃

(
ln (2(ν + λ)) + γ0t̃

)
> 0,

(e) for any 0 < ω < ω0 we have

(2.6) lim
s→∞

eωs distV (U(t, t− s)D,M(t)) = 0, t ∈ R, D ∈ O(V ).

Moreover, if Y is a normed space such that (A3) holds for any D ∈ O(Y ), then
also (2.6) holds for any D ∈ O(Y ) giving rise to a (Y − V ) pullback exponential
attractor.

The proof of the above theorem is based on the constructions of similar sets for
a corresponding discrete semi-process and discrete process. Therefore, for a given
n0 ∈ Z, we consider a discrete semi-process {Ud(n,m) : n0 ≥ n ≥ m} on a Banach
space V , i.e., we have operators Ud(n,m) : V → V satisfying

(a) Ud(n,m)Ud(m, l) = Ud(m, l), n0 ≥ n ≥ m ≥ l, n,m, l ∈ Z,
(b) Ud(n, n) = Id, n0 ≥ n, n ∈ Z.

Furthermore, we require that

(A′1) there exists a family of nonempty closed bounded subsets Bd(n) of V , n ≤ n0,
which is positively invariant under the process, i.e.,

Ud(n,m)Bd(m) ⊂ Bd(n), n0 ≥ n ≥ m,

(A′2) there exist γd ≥ 0 and Md > 0 such that

diamV (Bd(n)) < Mde
−γdn, n ≤ n0,

(A′3) the family {Bd(n) : n ≤ n0} pullback absorbs all bounded subsets of V ; that
is, for every D ∈ O(V ) and n ≤ n0 there exists rD,n ∈ N such that

Ud(n, n− r)D ⊂ Bd(n), r ≥ rD,n,

and, additionally, the function n 7→ rD,n is nondecreasing for any D ∈ O(V );
hence, in fact, we have for any D ∈ O(V ) and n ≤ n0

Ud(m,m− r)D ⊂ Bd(m), m ≤ n, r ≥ rD,n.

Next, we assume that the semi-process can be represented as the sum Ud(n,m) =
Cd(n,m) + Sd(n,m), where {Cd(n,m) : n0 ≥ n ≥ m} and {Sd(n,m) : n0 ≥ n ≥ m}
are families of operators satisfying the following properties:

(H′1) Cd(n, n− 1) are contractions within the absorbing sets with the contraction
constant independent of n ≤ n0, i.e.,

‖Cd(n, n− 1)u− Cd(n, n− 1)v‖V ≤ λd ‖u− v‖V , n ≤ n0, u, v ∈ Bd(n− 1),

where 0 ≤ λd <
1
2
e−γd with γd ≥ 0 from (A′2),
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(H′2) there exists an auxiliary normed space (W, ‖·‖W ) such that V is compactly
embedded into W and (2.3) holds with some µ > 0 and there exists κd > 0
such that Sd(n, n− 1) satisfies the smoothing property within the absorbing
sets, i.e.,

‖Sd(n, n− 1)u− Sd(n, n− 1)v‖V ≤ κd ‖u− v‖W , n ≤ n0, u, v ∈ Bd(n− 1).

Note that the above assumptions imply that the semi-process is Lipschitz continuous
within the absorbing sets, i.e., for any n0 ≥ n ≥ m

(H′3) ‖Ud(n,m)u− Ud(n,m)v‖V ≤ (κdµ+ λd)
n−m ‖u− v‖V , u, v ∈ Bd(m).

Theorem 2.3. If the semi-process {Ud(n,m) : n0 ≥ n ≥ m} on a Banach space
V satisfies (A′1)-(A′3) and (H′1)-(H′2), then for any ν ∈ (0, 1

2
e−γd − λd) there exists

a family {Md(n) =Mν
d(n) : n ≤ n0} in V satisfying the properties:

(a) Md(n) is a nonempty compact subset of Bd(n) for n ≤ n0,
(b) U(n,m)Md(m) ⊂Md(n), n0 ≥ n ≥ m,
(c) the fractal dimension of Md(n) is uniformly bounded, i.e.,

sup
n≤n0

dimV
f (Md(n)) ≤ − lnNν

ln (2(ν + λd)) + γd
,

where Nν = NW
ν
κd

(BV
1 (0)) is the smallest number of balls in W with radius

ν
κd

and centers in BV
1 (0) necessary to cover the unit ball BV

1 (0),

(d) for any n ≤ n0 there exists cn > 0 such that for any k ∈ N0

(2.7) distV (Ud(n, n− k)Bd(n− k),Md(n)) ≤ cne
−ωdk,

where ωd = − (ln (2(ν + λd)) + γd) > 0,
(e) for any 0 < ω < ωd we have

(2.8) lim
k→∞

eωk distV (Ud(n, n− k)D,Md(n)) = 0, n ≤ n0, D ∈ O(V ).

Moreover, if Y is a normed space such that (A′3) holds for any D ∈ O(Y ), then also
(2.8) holds for any D ∈ O(Y ).

Proof. The proof follows the lines of the proof of [4, Theorem 3.3], so some calcu-
lations will be omitted here. However, in order to justify and clarify Corollary 2.4
below, we will repeat the main argument here.

By (A′2) there exist vn ∈ Bd(n), n ≤ n0, such that Bd(n) ⊂ BV
Rn

(vn) with
Rn = Mde

−γdn. We fix 0 < ν < 1
2
e−γd −λd and set N = NW

ν
κd

(BV
1 (0)). Thus we have

w1, . . . , wN ∈ BV
1 (0) such that

(2.9) BV
1 (0) ⊂

N⋃
i=1

BW
ν
κd

(wi).

We define W 0(n) := {vn}, n ≤ n0. By induction, using (H′1), (H′2) and (A′1) we
construct W k(n), n ≤ n0, with k ∈ N such that

(W1) W k(n) ⊂ Ud(n, n− k)Bd(n− k) ⊂ Bd(n),
(W2) #W k(n) ≤ Nk,



PULLBACK EXPONENTIAL ATTRACTORS WITH EXPONENTIAL GROWTH 7

(W3) Ud(n, n− k)Bd(n− k) ⊂
⋃

u∈Wk(n)

BV
(2(ν+λd))kRn−k

(u).

Indeed, let n ≤ n0 and note that (2.9) implies

Bd(n− 1) ⊂ BV
Rn−1

(vn−1) ⊂
N⋃
i=1

BW
ν
κd
Rn−1

(Rn−1wi + vn−1).

Due to the smoothing property (H′2) we get

‖Sd(n, n− 1)u− Sd(n, n− 1)v‖V ≤ κd ‖u− v‖W < 2νRn−1

for all u, v ∈ Bd(n− 1) ∩BW
ν
κd
Rn−1

(Rn−1wi + vn−1). This yields

(2.10) Sd(n, n− 1)Bd(n− 1) ⊂
N⋃
i=1

BV
2νRn−1

(Sd(n, n− 1)yi)

for some y1, . . . , yN ∈ Bd(n− 1). For u ∈ Bd(n− 1) the property (H′1) now implies

‖Cd(n, n− 1)u− Cd(n, n− 1)yi‖V ≤ λd ‖u− yi‖V < 2λdRn−1, i = 1, . . . , N,

and we conclude that

Cd(n, n− 1)Bd(n− 1) ⊂ BV
2λdRn−1

(Cd(n, n− 1)yi), i = 1, . . . , N.

Hence we obtain

Ud(n, n− 1)Bd(n− 1) ⊂
N⋃
i=1

(
BV

2νRn−1
(Sd(n, n− 1)yi) +BV

2λdRn−1
(Cd(n, n− 1)yi)

)
⊂

N⋃
i=1

BV
2(ν+λd)Rn−1

(Ud(n, n− 1)yi)

with centers Ud(n, n− 1)yi ∈ Ud(n, n− 1)Bd(n− 1), i = 1, . . . , N . Denoting this set
of centers by W 1(n) it follows that (W1)-(W3) hold for k = 1.

Let us assume that the sets W l(n) are already constructed and

Ud(n, n− l)Bd(n− l) ⊂
⋃

u∈W l(n)

BV
(2(ν+λd))lRn−l

(u)

for all l ≤ k and n ≤ n0. In order to construct a covering of

Ud(n, n− (k + 1))Bd(n− (k + 1)) = Ud(n, n− 1)Ud(n− 1, n− 1− k)Bd(n− 1− k)

⊂
⋃

u∈Wk(n−1)

Ud(n, n−1)
(
Ud(n− 1, n− 1− k)Bd(n− 1− k) ∩BV

(2(ν+λd))kRn−1−k
(u)
)

we let u ∈ W k(n− 1) and proceed as before to conclude from (2.9) that

BV
(2(ν+λd))kRn−1−k

(u) ⊂
N⋃
i=1

BW
ν
κd

(2(ν+λd))kRn−1−k
(xui ),

where xui = (2(ν + λd))
kRn−1−kwi + u. By the smoothing property (H′2) we have

‖Sd(n, n− 1)v − Sd(n, n− 1)w‖V ≤ κd ‖v − w‖W < 2ν(2(ν + λd))
kRn−1−k
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for any v, w ∈ Ud(n−1, n−1−k)Bd(n−1−k)∩BW
ν
κd

(2(ν+λd))kRn−1−k
(xui ). This yields

Sd(n, n− 1)(Ud(n− 1, n− 1− k)Bd(n− 1− k) ∩BV
(2(ν+λd))kRn−1−k

(u))

⊂
N⋃
i=1

BV
2ν(2(ν+λd))kRn−1−k

(Sd(n, n− 1)yui )
(2.11)

for some yu1 , . . . , y
u
N ∈ Ud(n − 1, n − 1 − k)Bd(n − 1 − k) ∩ BV

(2(ν+λd))kRn−1−k
(u).

Furthermore, the property (H′1) implies

Cd(n, n− 1)
(
Ud(n− 1, n− 1− k)Bd(n− 1− k) ∩BV

(2(ν+λd))kRn−1−k
(u)
)

⊂ BV
2λd(2(ν+λd))kRn−1−k

(Cd(n, n− 1)yui )

for every i = 1, . . . , N . Consequently, we obtain the covering

Ud(n, n− 1)(Ud(n− 1, n− 1− k)Bd(n− 1− k) ∩BV
(2(ν+λd))kRn−1−k

(u))

⊂
N⋃
i=1

(
BV

2ν(2(ν+λd))kRn−1−k
(Sd(n, n− 1)yui ) +BV

2λd(2(ν+λd))kRn−1−k
(Cd(n, n− 1)yui )

)

⊂
N⋃
i=1

BV
(2(ν+λd))k+1Rn−1−k

(Ud(n, n− 1)yui )

with Ud(n, n− 1)yui ∈ Ud(n, n− 1− k)Bd(n− 1− k). Constructing in the same way
for every u ∈ W k(n− 1) such a covering by balls with radius (2(ν + λd))

k+1Rn−1−k
in V we obtain a covering of the set Ud(n, n− 1− k)Bd(n− 1− k) and denote the
new set of centers by W k+1(n). This yields #W k+1(n) ≤ N#W k(n − 1) ≤ Nk+1,
by construction the set of the centers W k+1(n) ⊂ Ud(n, n− (k + 1))Bd(n− (k + 1))
and

Ud(n, n− (k + 1))Bd(n, n− (k + 1)) ⊂
⋃

u∈Wk+1(n)

BV
(2(ν+λd))k+1Rn−(k+1)

(u),

which concludes the proof of the properties (W1)-(W3).
Next, we define E0(n) = W 0(n), n ≤ n0, and set

Ek(n) := W k(n) ∪ Ud(n, n− 1)Ek−1(n− 1), n ≤ n0, k ∈ N.

Then using (W1)-(W3) it follows that the family of sets Ek(n), k ∈ N0, satisfies for
all n ≤ n0 (see [4])

(E1) Ud(n, n− 1)Ek(n− 1) ⊂ Ek+1(n), Ek(n) ⊂ Ud(n, n− k)Bd(n− k) ⊂ Bd(n),

(E2) Ek(n) =
k⋃
l=0

Ud(n, n− l)W k−l(n− l), #Ek(n) ≤
k∑
l=0

N l,

(E3) Ud(n, n− k)Bd(n− k) ⊂
⋃

u∈Ek(n)

BV
(2(ν+λd))kRn−k

(u).
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We now define

M̃d(n) =
⋃
k∈N0

Ek(n), Md(n) = clV M̃d(n), n ≤ n0.

First, observe that by (E1) and the closedness of Bd(n) in V , the set Md(n) is
a nonempty subset of Bd(n). Moreover, by (H′3), (E1) we have for n ≤ n0 and r ∈ N

Ud(n, n−r)Md(n−r) = clV
⋃
k∈N0

Ud(n, n−r)Ek(n−r) ⊂ clV
⋃
k∈N0

Ek+r(n) ⊂Md(n),

which proves the positive invariance of {Md(n) : n ≤ n0}.
Note that by (E1) and (A′1) for any l ≥ k, l, k ∈ N0 and n ≤ n0

El(n) ⊂ Ud(n, n− k)Ud(n− k, n− l)Bd(n− l) ⊂ Ud(n, n− k)Bd(n− k).

We fix n ≤ n0. Consequently, for all k ∈ N we obtain

M̃d(n) =
k⋃
l=0

El(n) ∪
∞⋃

l=k+1

El(n) ⊂
k⋃
l=0

El(n) ∪ Ud(n, n− k)Bd(n− k).

Observe that the sequence

N 3 k 7→ (2(ν + λd))
kRn−k = (2(ν + λd)e

γd)kMde
−γdn ∈ (0,∞)

is strictly decreasing to 0. Thus for any ε > 0 sufficiently small there exists k ∈ N
such that

(2(ν + λd))
kRn−k ≤ ε < (2(ν + λd))

k−1Rn−k+1.

It follows from (W3) that

Ud(n, n− k)Bd(n− k) ⊂
⋃

u∈Wk(n)

BV
ε (u).

Hence we can estimate the number of ε-balls in V needed to cover M̃d(n) by

NV
ε (M̃d(n)) ≤ #

(
k⋃
l=0

El(n)

)
+ #W k(n) ≤ (k + 1)2Nk +Nk ≤ 2(k + 1)2Nk,

where we used (W2) and (E2). This shows that M̃d(n) is precompact in V and,
since V is a Banach space, its closure Md(n) is compact in V . Moreover, we have

dimV
f (Md(n)) = dimV

f (M̃d(n)) = lim sup
ε→0

ln (NV
ε (M̃d(n)))

− ln ε
≤

≤ lim sup
k→∞

ln 2 + 2 ln (k + 1) + k lnN

− lnMd − (k − 1) ln (2(ν + λd)eγd) + γdn
=

− lnN

ln (2(ν + λd)) + γd
.

Consequently, the fractal dimension of Md(n) in V is uniformly bounded and

sup
n≤n0

dimV
f (Md(n)) ≤ − lnN

ln(2(ν + λd)) + γd
.

By (E3) we have for n ≤ n0 and k ∈ N0

distV (Ud(n, n− k)B(n− k),Md(n)) ≤ distV (Ud(n, n− k)B(n− k), Ek(n))



PULLBACK EXPONENTIAL ATTRACTORS WITH EXPONENTIAL GROWTH 10

≤ (2(ν + λd))
kRn−k = (2(ν + λd)e

γd)kMde
−γdn = cne

−ωdk

with cn = Mde
−γdn, which proves (2.7).

We are left to show that the setMd(n) pullback exponentially attracts all bounded
subsets of V at time n ≤ n0. By (A′3) for any bounded subset D of V and n ≤ n0

there exists rD,n ∈ N such that

Ud(m,m− r)D ⊂ Bd(m), m ≤ n, r ≥ rD,n.

We fix n ≤ n0 and D ∈ O(V ). If k ≥ rD,n, that is, k = rD,n+k0 with some k0 ∈ N0,
then by (2.7) we have

distV (Ud(n, n−k)D,Md(n)) ≤ distV (Ud(n, n−k0)Ud(n−k0, n−k0−rD,n)D,Md(n))

≤ distV (Ud(n, n− k0)Bd(n− k0),Md(n)) ≤ cne
ωdrD,ne−ωdk.

Thus (2.8) holds for any 0 < ω < ωd. If Y is a normed space such that (A′3) holds
for any D ∈ O(Y ), then also (2.8) holds for any D ∈ O(Y ). �

It follows from the above proof (see (2.10) and (2.11)) that the smoothing property
(H′2) can be substituted by a more precise requirement.

Corollary 2.4. Assume that the semi-process {Ud(n,m) : n0 ≥ n ≥ m} on a Ba-
nach space V satisfies (A′1)-(A′3), (H′1) and is continuous within the absorbing sets.
Let Rn = Mde

−γdn, n ≤ n0, and 0 < ν < 1
2
e−γd − λd and assume also that

(H ′2) there exists N = Nν ∈ N such that for any n ≤ n0, any k ∈ N0 and
any u ∈ Ud(n− 1, n− 1− k)Bd(n− 1− k) there exist z1, . . . , zN belonging to

Sd(n, n−1)
(
Ud(n− 1, n− 1− k)Bd(n− 1− k) ∩BV

(2(ν+λd))kRn−1−k
(u)
)

such

that

Sd(n, n− 1)
(
Ud(n− 1, n− 1− k)Bd(n− 1− k) ∩BV

(2(ν+λd))kRn−1−k
(u)
)

⊂
N⋃
i=1

BV
2ν(2(ν+λd))kRn−1−k

(zi).

Then the statements (a)-(e) of Theorem 2.3 hold with Nν = N in (c).

We emphasize that the points zi in (H ′2) may depend on n, k, u, but their number
N is independent of these variables. Moreover, in the applications, stronger condi-
tions may be verified which imply the precise property (H ′2) (see e.g., the smoothing
property (H′2) or Corollary 2.6 and its application in Section 4).

In order to prove the existence of a discrete pullback exponential attractor for
a discrete process {Ud(n,m) : n ≥ m} on a Banach space V , i.e., the family of
operators Ud(n,m) : V → V satisfying

(a) Ud(n,m)Ud(m, l) = Ud(m, l), n ≥ m ≥ l, n,m, l ∈ Z,
(b) Ud(n, n) = Id, n ∈ Z,

it is enough to change assumptions (A′1) and (H′3), whereas the others remain un-
changed and hold for n ≤ n0 with some n0 ∈ Z. We introduce the assumptions:
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(A′′1) there exists a family of nonempty closed bounded subsets Bd(n) of V , n ∈ Z,
which is positively invariant under the process, i.e.,

Ud(n,m)Bd(m) ⊂ Bd(n), m ≤ n,

(H′′3) the operators Ud(n,m) are Lipschitz continuous within the absorbing sets,
i.e., for any n ≥ m there exists Lm,n > 0 such that

‖Ud(n,m)u− Ud(n,m)v‖V ≤ Lm,n ‖u− v‖V , u, v ∈ Bd(m).

Theorem 2.5. If the process {Ud(n,m) : n ≥ m} on a Banach space V satis-
fies (A′′1), (A′2), (A′3), and (H′1), (H′2) or (H ′2), (H′′3) with some n0 ∈ Z, then for
any ν ∈ (0, 1

2
e−γd − λd) there exists a family {Md(n) = Mν

d(n) : n ∈ Z} in V
satisfying the properties:

(a) Md(n) is a nonempty compact subset of Bd(n) for n ∈ Z,
(b) Ud(n,m)Md(m) ⊂Md(n), n ≥ m,
(c) the fractal dimension of Md(n) is uniformly bounded, i.e.,

sup
n∈Z

dimV
f (Md(n)) ≤ − lnNν

ln (2(ν + λd)) + γd
,

where Nν = NW
ν
κd

(BV
1 (0)) if (H′2) holds or Nν comes from (H ′2),

(d) for any n ∈ Z there exists cn > 0 such that for any integer k ≥ max{n−n0, 0}
(2.12) distV (Ud(n, n− k)Bd(n− k),Md(n)) ≤ cne

−ωdk,

where ωd = − (ln (2(ν + λd)) + γd) > 0,
(e) for any 0 < ω < ωd we have

(2.13) lim
k→∞

eωk distV (Ud(n, n− k)D,Md(n)) = 0, n ∈ Z, D ∈ O(V ).

Moreover, if Y is a normed space such that (A′3) holds for any D ∈ O(Y ), then also
(2.13) holds for any D ∈ O(Y ).

Proof. The assumptions of Theorem 2.3 or Corollary 2.4 are satisfied, hence we have
defined setsMd(n), n ≤ n0, with the properties stated in Theorem 2.3. For n > n0

we define
Md(n) = Ud(n, n0)Md(n0).

By (A′′1) we know thatMd(n) is a nonempty subset of Bd(n) and by (H′′3) Ud(n, n0)
is continuous on Bd(n0), so Md(n) is also compact for n > n0. Since by (H′′3) the
operator Ud(n, n0) is Lipschitz continuous on Bd(n0), it follows that dimV

f (Md(n)) ≤
dimV

f (Md(n0)) and thus (c) holds.
To show the positive invariance of the family {Md(n) : n ∈ Z} note that if n ≥

m > n0 then Ud(n,m)Md(m) =Md(n) and if m ≤ n0 < n then

Ud(n,m)Md(m) = Ud(n, n0)Ud(n0,m)Md(m) ⊂ Ud(n, n0)Md(n0) =Md(n).

If n > n0 and k ≥ n− n0 we have by (2.7), (A′′1) and (H′′3)

distV (Ud(n, n− k)Bd(n− k),Md(n))

= distV (Ud(n, n0)Ud(n0, n−k)Bd(n−k), Ud(n, n0)Md(n0)) ≤ Ln0,ncn0e
ωd(n−n0)e−ωdk,
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which proves (2.12).
We are left to show the pullback exponential attraction for n > n0. In the proof

of Theorem 2.3 we have shown that for m ≤ n0, D ∈ O(V ) and r ≥ rD,m

distV (Ud(m,m− r)D,Md(m)) ≤ cme
ωdrD,me−ωdr.

Consider now n > n0, D ∈ O(V ) and k ≥ n− n0 + rD,n0 . We have by (H′′3)

distV (Ud(n, n− k)D,Md(n)) = distV (Ud(n, n0)Ud(n0, n− k)D,Ud(n, n0)Md(n0))

≤ Ln0,n distV (Ud(n0, n0 − (n0 − n+ k))D,Md(n0)) ≤ Ln0,ncn0e
ωd(n−n0+rD,n0 )e−ωdk,

which proves (2.13) also for n > n0. �

Proof of Theorem 2.2. We define a discrete process

Ud(n,m) = U(nt̃,mt̃), n ≥ m,

where t̃ > 0 comes from (H1). We also set Bd(n) = B(nt̃), n ∈ Z. If n ≥ m then
by (A1)

Ud(n,m)Bd(m) = U(nt̃,mt̃)B(mt̃) ⊂ B(nt̃) = Bd(n),

which shows (A′′1). To show (A′2) we set n0 =
[

1
t̃
t0
]
∈ Z, Md = M > 0 and

γd = γ0t̃ ≥ 0. If n ≤ n0 then nt̃ ≤ t0 and by (A2) we have

diamV (Bd(n)) = diamV (B(nt̃)) < Me−γ0nt̃ = Mde
−γdn = Rn

and (A′2) holds. For D ∈ O(V ) and n ≤ n0 we define rD,n = [1
t̃
TD,nt̃] + 1 ∈ N using

(A3). Then for r ≥ rD,n >
1
t̃
TD,nt̃ we have

Ud(n, n− r)D = U(nt̃, nt̃− rt̃)D ⊂ B(nt̃) = Bd(n).

Moreover, the function n 7→ rD,n is nondecreasing, which proves (A′3). We set

Sd(n,m) = S(nt̃,mt̃), Cd(n,m) = C(nt̃,mt̃), m ≤ n ≤ n0.

Then (H′1) follows from (H1) with λd = λ ∈ [0, 1
2
e−γd) and (H′2) follows from

(H2) with κd = κ > 0. Finally, by (H3) it follows from (2.4) that (H′′3) also holds.

Therefore, all assumptions of Theorem 2.5 are satisfied and for any v ∈ (0, 1
2
e−γ0 t̃−λ)

there exists a family {Md(n) =Mν
d(n) : n ∈ Z} of nonempty compact subsets of V

satisfying the properties (a)-(e) in Theorem 2.5.
To obtain a pullback exponential attractor for the process {U(t, s) : t ≥ s} we

define
M(t) = U(t, nt̃)Md(n), t ∈ [nt̃, (n+ 1)t̃), n ∈ Z.

M(t) is a nonempty subset of B(t) by (A1) and by the continuity of U(t, nt̃) on
B(nt̃) from (H3) we know thatM(t) is compact. The assumption (H3) also implies

dimV
f (M(t)) ≤ dimV

f (Md(n)) ≤
− lnNW

ν
κ

(BV
1 (0))

ln (2(ν + λ)) + γ0t̃

for t ∈ [nt̃, (n + 1)t̃). To show the positive invariance, we consider t ≥ s and write
s = kt̃+ s1, t = lt̃+ t1 for some k, l ∈ Z, k ≤ l and s1, t1 ∈ [0, t̃). We observe that

U(t, s)M(s) = U(lt̃+ t1, kt̃+ s1)U(kt̃+ s1, kt̃)M(kt̃) = U(lt̃+ t1, kt̃)M(kt̃)

= U(lt̃+ t1, lt̃)U(lt̃, kt̃)M(kt̃) ⊂ U(lt̃+ t1, lt̃)M(lt̃) =M(t).
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Let t ∈ R and s ≥ max{t− t0, 0}+2t̃. We have t = nt̃+ t1 with n ∈ Z and t1 ∈ [0, t̃)
and s = kt̃+ t̃+ s1 with k ≥ max{n− n0, 1} and s1 ∈ [0, t̃), since s ≥ 2t̃ and

s ≥ t− t0 + 2t̃ = nt̃+ t1 − t0 + 2t̃ > (n− n0 + 1)t̃+ t1 ≥ (n− n0 + 1)t̃.

Hence we obtain from (H3), (A1) and (2.12)

distV (U(t, t−s)B(t−s),M(t)) = distV (U(t, nt̃)U(nt̃, t−s)B(t−s), U(t, nt̃)Md(n))

≤ Lnt̃,t distV (U(nt̃, t− s)B(t− s),Md(n))

≤ Lnt̃,t distV (Ud(n, n− k)Bd(n− k),Md(n)) ≤ Lnt̃,tcne
−ωdk ≤ Lnt̃,tcne

2ωde−
ωd
t̃
s,

where ωd = −
(
ln (2(ν + λ)) + γ0t̃

)
> 0, which proves (2.5).

We are left to show thatM(t) pullback exponentially attracts all bounded subsets
of V at time t ∈ R. To this end, we fix D ∈ O(V ) and t ∈ R. Let t = nt̃ + t1
with t1 ∈ [0, t̃) and n ∈ Z. Let s ≥ max{n − n0, 0}t̃ + TD,n0 t̃ + t1. Thus we have

s = kt̃ + TD,n0 t̃ + t1 + s1 with s1 ∈ [0, t̃) and k ≥ max{n − n0, 0}. By (H3), (A3)
and (2.12) it follows that

distV (U(t, t− s)D,M(t)) ≤ distV (U(t, nt̃)U(nt̃, nt̃− (s− t1))D,U(t, nt̃)Md(n))

≤ Lnt̃,t distV (U(nt̃, (n− k)t̃)U((n− k)t̃, (n− k)t̃− TD,n0 t̃ − s1)D,Md(n))

≤ Lnt̃,t distV (Ud(n, n− k)Bd(n− k),Md(n)) ≤ Lnt̃,tcne
ωd
t̃

(TD,n0 t̃
+t1+t̃)e−

ωd
t̃
s,

which ends the proof. �

The smoothing property (H2) in Theorem 2.2 may be substituted by less restric-
tive assumption in order to satisfy (H ′2) from Corollary 2.4 for the discrete process
Ud in the above proof.

Corollary 2.6. Assume that the process {U(t, s) : t ≥ s} on a Banach space V
satisfies (A1)-(A3), (H3) and admits the decomposition (2.2) with (H1) and let

ν ∈ (0, 1
2
e−γ0 t̃ − λ). Assume further that

(H2) there exists N = Nν ∈ N such that for any t ≤ t0, any R > 0 and any
u ∈ B(t− t̃) there exist v1, . . . , vN ∈ V such that

(2.14) S(t, t− t̃)(B(t− t̃) ∩BV
R (u)) ⊂

N⋃
i=1

BV
νR(vi).

Then there exists a pullback exponential attractor {M(t) = Mν(t) : t ∈ R} in V
satisfying the properties:

(a) M(t) is a nonempty compact subset of B(t) for t ∈ R,
(b) U(t, s)M(s) ⊂M(t), t ≥ s,

(c) sup
t∈R

dimV
f (M(t)) ≤ − lnNν

ln (2(ν + λ)) + γ0t̃
,

(d) for any t ∈ R there exists ct > 0 such that for any s ≥ max{t − t0, 0} + 2t̃
(2.5) holds with ω0 = −1

t̃

(
ln (2(ν + λ)) + γ0t̃

)
> 0,

(e) (2.6) holds for any 0 < ω < ω0.



PULLBACK EXPONENTIAL ATTRACTORS WITH EXPONENTIAL GROWTH 14

Moreover, if Y is a normed space such that (A3) holds for any D ∈ O(Y ), then
also (2.6) holds for any D ∈ O(Y ) giving rise to a (Y − V ) pullback exponential
attractor.

Proof. The proof starts as the proof of Theorem 2.2, but we note that for n ≤ n0,
k ∈ N0 and u ∈ Ud(n− 1, n− 1− k)Bd(n− 1− k) ⊂ Bd(n− 1) by (H2) there exist
v1, . . . , vN ∈ V such that

Sd(n, n− 1)(Ud(n− 1, n− 1− k)Bd(n− 1− k) ∩BV
(2(ν+λd))kRn−1−k

(u))

⊂ Sd(n, n− 1)(Bd(n− 1) ∩BV
(2(ν+λd))kRn−1−k

(u)) ⊂
N⋃
i=1

BV
ν(2(ν+λd))kRn−1−k

(vi).

By doubling the radius of the balls on the right-hand side, we obtain (H ′2). The
result follows from Theorem 2.5 and the rest of the proof of Theorem 2.2. �

Pullback exponential attractors are inseparably connected with the notion of
a pullback global attractor (see e.g. [3]).

Definition 2.7. Let {U(t, s) : t ≥ s} be an evolution process on a Banach space
V . By a pullback global attractor for the process {U(t, s) : t ≥ s} we call a family
{A(t) : t ∈ R} of nonempty compact subsets of V such that

(i) the family is invariant under the process U(t, s), i.e.,

U(t, s)A(s) = A(t), t ≥ s,

(ii) the family is pullback attracting all bounded subsets of V , i.e., for any
D ∈ O(V ) and t ∈ R we have

(2.15) lim
s→∞

distV (U(t, t− s)D,A(t)) = 0,

(iii) the family is minimal in the sense that if another family {C(t) : t ∈ R} of
nonempty closed subsets of V pullback attracts all bounded subsets of V ,
then A(t) ⊂ C(t) for t ∈ R.

In fact, under the assumptions of Theorem 2.2 or Corollary 2.6 it follows that
the process is pullback (O(V ) ∪ {B̂})-dissipative with B̂ = {B(t) : t ∈ R}, pull-

back {B̂}-asymptotically closed and pullback {B̂}-asymptotically compact by (d)
of Theorem 2.2 (see e.g. [7] for the definitions) and hence the process possesses
a pullback global attractor {A(t) : t ∈ R} with sections given by

(2.16) A(t) = clV
⋃

D∈O(V )

⋂
s≤t

clV
⋃
r≤s

U(t, r)D, t ∈ R,

see [7, Theorem 2.16]. We remark that to show the invariance of the pullback global

attractor under the process we use here the positive invariance of the family B̂ and
(H3). We also remark that

A(t) ⊂
⋂
s≤t

clV
⋃
r≤s

U(t, r)B(r) = ωV (B̂, t), t ∈ R
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and in general this inclusion is proper (cp. [16]). On the other hand, the set on

the right-hand side is the section of the pullback (O(V ) ∪ {B̂})-attractor (see [7,
Corollary 2.17]) and is contained in M(t) due to (d) and (e) of Theorem 2.2.

Corollary 2.8. Under the assumptions of Theorem 2.2 or Corollary 2.6 the process
{U(t, s) : t ≥ s} possesses a pullback global attractor {A(t) : t ∈ R} given by (2.16),
which is contained in a pullback exponential attractor {M(t) =Mν(t) : t ∈ R} and
thus has a uniformly bounded fractal dimension

sup
t∈R

dimV
f (A(t)) ≤ sup

t∈R
dimV

f (ωV (B̂, t)) ≤ sup
t∈R

dimV
f (M(t)) ≤ − lnNν

ln (2(ν + λ)) + γ0t̃
,

where Nν = NW
ν
κd

(BV
1 (0)) if (H2) holds or Nν comes from (H2).

In order to illustrate and better perceive the above corollary, consider the trivial
equation u̇ = −u for t ≥ s with u(s) = us. The process is given as U(t, s)us =
use
−(t−s), t ≥ s. In the role of B(t) we can take e.g. B(t) = [−ce−t, de−t] with

some c, d > 0. Then A(t) = {0}, t ∈ R, and ωR(B̂, t) = B(t) = M(t), t ∈ R,

and the family B̂ = {B(t) : t ∈ R} is an exponential pullback attractor. In fact,
in this example, {A(t) : t ∈ R} is also an exponential pullback attractor, showing
again the nonuniqueness of this notion contrary to the pullback global attractor. Of
course, virtues of a pullback exponential attractor can be appreciated in the infinite-
dimensional evolution processes generated by nonautonomous partial differential
equations as will be seen in the next sections.

3. Chafee-Infante equation

We consider the Chafee-Infante equation with the Neumann boundary condition
of the form

(3.1)


∂tu = 4u+ λu− β(t)u3, t > s, x ∈ Ω,
∂u
∂ν

= 0, t > s, x ∈ ∂Ω,

u(s) = us, x ∈ Ω,

where Ω ⊂ Rd is a bounded domain with smooth boundary ∂Ω and s ∈ R, λ ≥ 0
and ∂

∂ν
denotes the outward unit normal derivative on the boundary ∂Ω.

In this section we extend the results of [5], where the above problem was con-
sidered. Taking into account our abstract theory, we admit the situation when the
positive function β tends to 0 in −∞ at an exponential rate, including equations to
which the results from [4] could not be applied. In the case of similar calculations
we omit them here and refer the reader to [5].

In our presentation we assume that β : R→ (0,∞) is a C1 function such that

(i) lim
t→−∞

β(t) = 0,

(ii) there exists β1 ∈ R such that

β′(t)

β(t)
≤ β1, t ∈ R,

(iii) there exist γ0 > 0, K > 0 and t0 ∈ R such that β(t) ≥ Keγ0t for t ≤ t0.
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Note that our condition is less restrictive than the condition used in [5], i.e.,

lim
t→−∞

eγt

β(t)
= 0 for every γ > 0.

In particular, our assumptions allow to consider β(t) = Keγ0t with some K, γ0 > 0
for large negative t and extend it to the right so that (ii) holds.

We set W = C(Ω) with ‖u‖W = supx∈Ω |u(x)|, u ∈ W , and consider −4N , minus
Laplacian with Neumann boundary condition, in W with

D(−4N) = {u ∈
⋂

1≤p<∞

W 2,p
loc (Ω) :

∂u

∂ν
= 0 on ∂Ω, u,4u ∈ C(Ω)}.

It follows from [14, Corollary 3.1.24] that this operator is sectorial in W in the sense
of [10, Definition 1.3.1]. Let δ > 0 be such that A = −4N+δId is a positive sectorial
operator. We consider the fractional power spaces Xα = D(Aα) and observe that
(see [14, Theorem 3.1.30])

(3.2) Xα ⊂

{
C2α(Ω), 0 ≤ α < 1

2
,

C2α
N (Ω) = {u ∈ C2α(Ω) : ∂u

∂ν
= 0 on ∂Ω}, 1

2
< α < 1.

Moreover, for α ∈ (0, 1) the space Xα is compactly embedded into W and

(3.3) ‖u‖W ≤ µ ‖u‖Xα , u ∈ Xα,

with some µ > 0. The operator −A generates an analytic semigroup {e−At : t ≥ 0}
in W and for any α ∈ [0, 1) there exists Cα > 0 such that

(3.4)
∥∥e−At∥∥L(W,W )

≤ C0, t ≥ 0,
∥∥e−At∥∥L(W,Xα)

≤ Cα
tα
, t > 0.

The problem (3.1) can be considered as an abstract Cauchy problem in W

(3.5)

{
∂tu+ Au = F (t, u), t > s,

u(s) = us

with F (t, u) = (λ+ δ)u− β(t)u3. Note that for t1, t2 ∈ [s,∞) and u, v ∈ W
‖F (t1, u)− F (t2, v)‖W ≤ (λ+ δ) ‖u− v‖W
+ 2β(t1) ‖u− v‖W (‖u‖2

W + ‖v‖2
W ) + |β(t1)− β(t2)| ‖v‖3

W .
(3.6)

Thus for every α ∈ [0, 1), F is Hölder continuous w.r.t. the first variable and
Lipschitz continuous w.r.t. the second variable on every bounded subset of [s,∞)×
Xα. Consequently, for every α ∈ [0, 1) and every us ∈ Xα there exists a unique
local Xα solution of (3.5) defined on the maximal interval of existence.

If we multiply the first equation in (3.1) by u2m−1 with m ∈ N and integrate over
Ω we obtain

1

2m

d

dt

∫
Ω

u2mdx = −2m− 1

m2

∫
Ω

|∇(um)|2 dx− β(t)

∫
Ω

u2m+2dx+ λ

∫
Ω

u2mdx.

d

dt
‖u(t)‖2m

L2m(Ω) ≤ 2mλ ‖u(t)‖2m
L2m(Ω) , t > s,
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and in consequence

‖u(t)‖L2m(Ω) ≤ ‖u(s)‖L2m(Ω) e
λ(t−s), t ≥ s.

Taking m→∞, we obtain

(3.7) ‖u(t)‖W ≤ ‖u(s)‖W eλ(t−s), t ≥ s.

This implies that Xα solutions exist globally in time for every α ∈ [0, 1). Conse-
quently, for every α ∈ [0, 1) and us ∈ Xα there exists a unique global solution of
(3.5), i.e.,

u ∈ C([s,∞);Xα) ∩ C((s,∞);D(A)) ∩ C1((s,∞);W )

satisfying the variation of constants formula

(3.8) u(t) = e−A(t−s)us +

∫ t

s

e−A(t−τ)F (τ, u(τ))dτ, t ≥ s.

We fix 1
2
< α < 1, set V = Xα and define the process U(t, s) : V → V by

U(t, s)us = u(t),

where u is the Xα solution of (3.5) satisfying u(s) = us.
Set a > 0 such that a2 ≥ λ+ β1

2
and observe (cp. [5, Lemma 1]) that then by (ii)

the function c? : [s,∞)× Ω→ (0,∞) given by

c∗(t, x) =
a√
β(t)

, t ≥ s, x ∈ Ω,

is an upper solution for the problem (3.1), whereas −c∗ is a lower solution for the
problem (3.1).

Proposition 3.1. The family of nonempty closed subsets of V

B̃(t) =

{
u ∈ V : ‖u‖W ≤

a√
β(t)

}
, t ∈ R,

is positively invariant under the process {U(t, s) : t ≥ s} and in the past pullback
absorbs all bounded subsets of V , i.e., for every D ∈ O(V ) and t ≤ t0 there exists
TD,t ≥ 0 such that

U(t, t− r)D ⊂ B̃(t), r ≥ TD,t,

and the function t 7→ TD,t is nondecreasing for every D ∈ O(V ).

Proof. The positive invariance follows from [17, Theorem 2.4.1] and the fact that
−c∗, c∗ are lower and upper solutions, respectively. Let D be a bounded subset of V
and t ≤ t0. We choose R = R(D) > 0 such that D ⊂ BW

R (0). Since lim
s→−∞

β(s) = 0

by (i), then there exists sR ∈ R such that β(s) ≤ a2

R2 for s ≤ sR. Consequently, we

have R ≤ a√
β(s)

and D ⊂ B̃(s) for s ≤ sR. Setting TD,t = max{t − sR, 0} ≥ 0 and

taking r ≥ TD,t we get

U(t, t− r)D ⊂ U(t, t− r)B̃(t− r) ⊂ B̃(t),

which proves the claim. �
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Below we show that the process satisfies the smoothing property.

Proposition 3.2. These exists a function κ : (0,∞) × R → (0,∞), nondecreasing
in each variable, such that for any T ∈ R

‖U(t, s)u− U(t, s)v‖V ≤ κ(t− s, T ) ‖u− v‖W , u, v ∈ B̃(s), s < t ≤ T.

Proof. Let T ∈ R, s < t ≤ T and u, v ∈ B̃(s). By the variation of constants formula
(3.8) and (3.4) we have for u(t) = U(t, s)u and v(t) = U(t, s)v

‖u(t)− v(t)‖V ≤
Cα

(t− s)α
‖u− v‖W +

∫ t

s

Cα
(t− τ)α

‖F (τ, u(τ))− F (τ, v(τ))‖W dτ.

Using (3.6), (3.3) and Proposition 3.1 we get

‖u(t)− v(t)‖V ≤
Cα

(t− s)α
‖u− v‖W +

(
λ+ δ + 4a2

) ∫ t

s

Cαµ

(t− τ)α
‖u(τ)− v(τ)‖V dτ.

From the Volterra type inequality (see [20, Theorem 1.27]) it follows that

‖u(t)− v(t)‖V ≤ κ(t− s, T ) ‖u− v‖W , s < t ≤ T,

where κ : (0,∞)× R→ (0,∞) is nondecreasing in each variable. �

We define
B(t) = clV U(t, t− 1)B̃(t− 1), t ∈ R.

Then B(t) is a nonempty closed subset of V and B(t) ⊂ B̃(t), t ∈ R. From
Proposition 3.2 it follows that for t ∈ R we have

diamV (B(t)) = diamV (U(t, t−1)B̃(t−1)) ≤ κ(1, t) diamW (B̃(t−1)) ≤ 2aκ(1, t)√
β(t− 1)

,

which shows the boundedness of B(t) in V for every t ∈ R.

Moreover, from Proposition 3.2 we infer for every t > s and u, v ∈ B̃(s)

‖U(t, s)u− U(t, s)v‖V ≤ κ(t− s, t) ‖u− v‖W ≤ µκ(t− s, t) ‖u− v‖V ,
which implies (H3). Using this we also have for t ≥ s

U(t, s)B(s) = clV U(t, s− 1)B̃(s− 1) ⊂ clV U(t, t− 1)B̃(t− 1) = B(t),

which proves (A1). By Proposition 3.2 we get for t ≤ t0

‖U(t, t− 1)u− U(t, t− 1)v‖V ≤ κ(1, t0) ‖u− v‖W , u, v ∈ B̃(t− 1)

and in the consequence of (iii) we obtain for t ≤ t0

(3.9) diamV (B(t)) ≤ κ(1, t0) diamW (B̃(t− 1)) ≤ κ(1, t0)
2a√
K
e
γ0
2 e−

γ0
2
t.

If D ∈ O(V ) and t ≤ t0, then for r ≥ TD,t + 1 with TD,t from Proposition 3.1

U(t, t− r)D = U(t, t− 1)U(t− 1, t− 1− (r − 1))D ⊂ U(t, t− 1)B̃(t− 1) ⊂ B(t).

The function t 7→ TD,t + 1 is nondecreasing and hence the above calculations show
that (A2), (A3), (H1) and (H2) with C(t, t− 1) = 0 and S(t, t− 1) = U(t, t− 1) are
also satisfied.
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Therefore, the assumptions of Theorem 2.2 and Corollary 2.8 are verified and we
obtain the following result.

Theorem 3.3. The process {U(t, s) : t ≥ s} on V = C2α
N (Ω), with 1

2
< α < 1,

generated by problem (3.1) possesses a pullback exponential attractor {M(t) : t ∈ R}
in V . In particular, there exists a pullback global attractor {A(t) : t ∈ R} in V , such

that for any ν ∈ (0, 1
2
e−

γ0
2 ) we have

A(t) ⊂M(t) =Mν(t) ⊂ B(t) ⊂ B̃(t)

and

sup
t∈R

dimV
f (A(t)) ≤ sup

t∈R
dimV

f (Mν(t)) ≤
− lnNW

ν
κ(1,t0)

(BV
1 (0))

ln (2ν) + γ0
2

,

where W = C(Ω).

Observe that if us is a positive constant function, then (see [12, Proposition 3.1])

(U(t, s)us)(x) =
eλt√

e2λsu−2
s + 2

∫ t
s
e2λτβ(τ)dτ

, t ≥ s, x ∈ Ω.

Since A(t) pullback attracts {us} for every t ∈ R and U(t, s)us → ξ(t) in V as
s→ −∞, where

ξ(t)(x) =
eλt√

2
∫ t
−∞ e

2λτβ(τ)dτ
, x ∈ Ω,

it follows that ξ(t) ∈ A(t). The zero solution of (3.1) also belongs to A(t) and hence

eλt√
2
∫ t
−∞ e

2λτβ(τ)dτ
≤ diamV (A(t)) ≤ diamV (M(t)).

If λ > 0 it follows from (i) that

diamV (A(t))→∞ and diamV (M(t))→∞ as t→ −∞.

In a particular case, when β(t) = Keγ0t, t ≤ t0, with γ0, K > 0, we have by (3.9)√
2λ+ γ0

2K
e−

γ0
2
t ≤ diamV (A(t)) ≤ diamV (M(t)) ≤ κ(1, t0)

2a√
K
e
γ0
2 e−

γ0
2
t, t ≤ t0,

which shows that A(t) and M(t) grow exponentially in the past.

4. Reaction-diffusion equations

Let us consider the initial boundary value problem for the reaction-diffusion equa-
tion

(4.1)


∂tu−4u+ f(t, u) = g(t), t > s, x ∈ Ω,

u(t, x) = 0, t > s, x ∈ ∂Ω,

u(s, x) = us(x), x ∈ Ω,
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where Ω is a bounded domain in Rd with smooth boundary ∂Ω. We assume that
f ∈ C1(R2,R), g ∈ L2

loc(R, L2(Ω)) and there exist p ≥ 2, Ci > 0, i = 1, . . . , 5 such
that

(4.2) C1 |u|p − C2 ≤ f(t, u)u ≤ C3 |u|p + C4, u ∈ R, t ∈ R,

(4.3) fu(t, u) ≥ −C5, u ∈ R, t ∈ R, f(t, 0) = 0, t ∈ R.
The problem of this form was investigated in many research articles. We mention
some of them which are related to the question of existence of pullback attractors
and their fractal dimension. If f does not depend on time and satisfies the estimate

(4.4) ‖g(t)‖2
L2(Ω) ≤M0e

α|t|, t ∈ R,

with 0 ≤ α < λ1 andM0 > 0, where λ1 > 0 denotes the first eigenvalue of A = −4D,
where 4D is the Laplace operator in L2(Ω) with zero Dirichlet boundary condition,
then the existence of a pullback global attractor in H1

0 (Ω) was shown in [13]. The
same result was later obtained in [19] under more general assumption than (4.4)∫ t

−∞
eλ1s ‖g(s)‖2

L2(Ω) ds <∞, t ∈ R.

As refers to the uniform bound of the fractal dimension of its sections, it was proved
in L2(Ω) in [2], but only under an additional assumption that there exists a positive
and nondecreasing function ξ : R→ (0,∞) such that

(4.5) |f(τ, u)− f(τ, v)| ≤ ξ(t) |u− v| , τ ≤ t, u, v ∈ R,
and under the requirement that there exist a, b > 0 and r ≥ 0 such that

‖g(t)‖L2(Ω) ≤ a |t|r + b, t ∈ R.

Here we improve this result by considering the problem (4.1) with f satisfying (4.2),
(4.3), (4.5) and g satisfying (4.4), which admits exponential growth of g in the past
and in the future. Below we prove the existence of a pullback exponential attractor
in H1

0 (Ω), which contains a pullback global attractor in H1
0 (Ω) with fractal dimen-

sion uniformly bounded. Note that the existence of a pullback exponential attractor
for the problem (4.1) was also considered in [9] and [8] under more restrictive condi-
tions on g than (4.4). Let us denote by ‖·‖ the L2(Ω) norm and by ‖·‖H1

0 (Ω) = ‖∇·‖
the norm in H1

0 (Ω). Moreover, without loss of generality we assume that 0 < α < λ1

in (4.4). We recall

Theorem 4.1. Under the assumptions (4.2) and (4.3) for every s, T ∈ R, s < T ,
us ∈ L2(Ω), there exists a unique solution

u ∈ C([s, T ];L2(Ω)) ∩ L2(s, T ;H1
0 (Ω)) ∩ Lp(s, T ;Lp(Ω))

of the problem (4.1). Moreover, for us, vs ∈ L2(Ω) we have

(4.6) ‖u(t)− v(t)‖ ≤ eC5(t−s) ‖us − vs‖ , t ∈ [s, T ].

If us ∈ H1
0 (Ω) and (4.5) holds, then

(4.7) u ∈ C([s, T ];H1
0 (Ω)) ∩ L2(s, T ;D(A)).



PULLBACK EXPONENTIAL ATTRACTORS WITH EXPONENTIAL GROWTH 21

Furthermore, for us, vs ∈ H1
0 (Ω) we have

(4.8) ‖u(t)− v(t)‖H1
0 (Ω) ≤ e

1
2
λ−1
1 ξ2(t)(t−s) ‖us − vs‖H1

0 (Ω) , t ∈ [s, T ].

Proof. The first part can be found e.g. in [18, Theorem 8.4]. If us ∈ H1
0 (Ω) and

(4.5) holds, then the Galerkin approximation is uniformly bounded in L2(s, T ;D(A))
with its derivative bounded in L2(s, T ;L2(Ω)) and (4.7) follows. To show (4.8), we
consider the difference w = u−v of two solutions of (4.1) with us, vs ∈ H1

0 (Ω). This
difference satisfies

∂τw −4w = −(f(τ, u)− f(τ, v)), τ > s.

Taking the inner product in L2(Ω) with −4w, we obtain

∂τ
(
‖∇w‖2)+ ‖4w‖2 ≤

∫
Ω

|f(τ, u)− f(τ, v)|2 dx, τ > s.

Using (4.5) and the Poincaré inequality we get

∂τ
(
‖∇w(τ)‖2) ≤ λ−1

1 ξ2(t) ‖∇w(τ)‖2 , s < τ ≤ t,

and thus
‖∇w(t)‖2 ≤ ‖∇w(s)‖2 eλ

−1
1 ξ2(t)(t−s), t ≥ s,

which proves (4.8). �

By the above theorem we can define an evolution process {U(t, s) : t ≥ s} in
L2(Ω) by U(t, s)us = u(t). Its restriction to H1

0 (Ω) also defines an evolution process,
which is denoted here also by U(t, s) : H1

0 (Ω) → H1
0 (Ω). To show the existence of

a pullback absorbing family some standard estimates are used.
Taking the inner product in L2(Ω) with u we get from (4.1) and (4.2)

(4.9) ∂t
(
‖u‖2)+ ‖∇u‖2 + 2C1 ‖u‖pLp(Ω) ≤ 2C2 |Ω|+ λ−1

1 ‖g(t)‖2 , t > s,

while taking the inner product in L2(Ω) with −4u we get from (4.1) and (4.3)

(4.10) ∂t
(
‖∇u‖2)+ λ1 ‖∇u‖2 ≤ 2C5 ‖∇u‖2 + ‖g(t)‖2 , t > s.

From (4.9) and (4.4) we get from the Gronwall inequality

‖u(t)‖2 ≤ ‖u(s)‖2 e−λ1(t−s) +K0(t), t > s,

where
K0(t) = 2C2 |Ω|λ−1

1 + 2λ−1
1 M0(λ1 − α)−1eα|t|.

From (4.9) and (4.4) we have∫ t+1

t

‖∇u(τ)‖2 dτ ≤ ‖u(s)‖2 e−λ1(t−s) +K1(t+ 1), t > s,

where
K1(t) = 2C2 |Ω| (λ−1

1 + 1) + 2λ−1
1 M0e

α((λ1 − α)−1 + α−1)eα|t|.

From (4.10) and the Gronwall type inequality (see [15, Lemma 3.3]) we obtain

‖∇u(t+ 1)‖2 ≤
(

2e−
λ1
2 + 2C5

)∫ t+1

t

‖∇u(τ)‖2 dτ +

∫ t+1

t

‖g(τ)‖2 dτ.
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Hence we get by the Poincaré inequality

(4.11) ‖∇u(t)‖2 ≤ D0 ‖u(s)‖2 e−λ1(t−s) +D1 +D2e
α|t|, t− 1 > s,

where the positive constants D0, D1, D2 are given as

D0 = eλ1(2e−
λ1
2 + 2C5), D1 = 2C2 |Ω| (λ−1

1 + 1)(2e−
λ1
2 + 2C5),

D2 = (2e−
λ1
2 + 2C5)(2λ−1

1 M0e
α((λ1 − α)−1 + α−1)) + 2M0e

αα−1.

Let us define
B̃(t) = {z ∈ H1

0 (Ω) : ‖∇z‖2 ≤ K2(t)}, t ∈ R,
where K2(t) = 2D1 + 2D2e

α|t|.
From (4.11) it follows that for every bounded subset D of L2(Ω) there exists

rD ≥ 1 such that

(4.12) U(t, t− r)D ⊂ B̃(t), r ≥ rD, t ∈ R.
Moreover, there exists r0 ≥ 1 such that

(4.13) U(t, t− r)B̃(t− r) ⊂ B̃(t), r ≥ r0, t ∈ R,
since

2D0λ
−1
1 D1e

−λ1r + 2D0λ
−1
1 D2e

α|t−r|e−λ1r ≤ D1 +D2e
α|t|, t ∈ R, r ≥ r0.

Our candidate for the pullback absorbing family is

(4.14) B(t) = clH1
0 (Ω)

⋃
r≥r0

U(t, t− r)B̃(t− r), t ∈ R.

By (4.13) we know that B(t) ⊂ B̃(t) and thus B(t) is a nonempty closed bounded
subset of H1

0 (Ω). By (4.8) we have for u, v ∈ H1
0 (Ω)

(4.15) ‖U(t, s)u− U(t, s)v‖H1
0 (Ω) ≤ e

1
2
λ−1
1 ξ2(t)(t−s) ‖u− v‖H1

0 (Ω) , t ≥ s,

thus (H3) follows. We also have

U(t, s)B(s) = clH1
0 (Ω)

⋃
r≥r0

U(t, t− (t− s+ r))B̃(t− (t− s+ r))

⊂ clH1
0 (Ω)

⋃
r≥r0

U(t, t− r)B̃(t− r) = B(t),

which shows (A1).
We fix t0 ≤ 0 and note that

diamH1
0 (Ω)(B(t)) ≤ diamH1

0
(B̃(t)) ≤ 2

√
K2(t) < 5 max{

√
D1,

√
D2}e−

α
2
t, t ≤ t0,

so (A2) holds with M = 5 max{
√
D1,
√
D2}, γ0 = α

2
. Furthermore, if D ∈ O(L2(Ω))

and t ≤ t0, then setting TD,t = rD + r0 and taking s ≥ TD,t we get from (4.12)

U(t, t−s)D = U(t, t−r0)U(t−r0, t−r0− (s−r0))D ⊂ U(t, t−r0)B̃(t−r0) ⊂ B(t),

which shows that (A3) holds for D ∈ O(L2(Ω)).
We are left to prove (H1) and (H2) for t ≤ t0 for some suitable decomposition of

the process.
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Let Vn = span{e1, . . . , en} be the linear space spanned by the first n eigenfunctions
of A = −4D in L2(Ω) and let Pn : L2(Ω)→ Vn denote the orthogonal projection and
Qn its complementary projection. For u ∈ L2 we write u = Pnu + Qnu = u1 + u2.
We consider the difference w = u− v of two solutions of (4.1) with us, vs ∈ H1

0 (Ω).
Taking the inner product in L2(Ω) with −4Qnw = −4w2, we obtain

∂t
(
‖∇w2‖2)+ ‖4w2‖2 ≤

∫
Ω

|f(t, u)− f(t, v)|2 dx, t > s.

Note that (4.5) implies for t ≤ t0

|f(t, u)− f(t, v)| ≤ ξ0 |u− v|
with ξ0 = ξ(t0) and we get

∂t
(
‖∇w2‖2)+ ‖4w2‖2 ≤ ξ2

0 ‖w‖
2 , s < t ≤ t0.

Using the properties of the eigenfunctions and (4.6) we obtain

∂t
(
‖∇w2‖2)+ λn+1 ‖∇w2‖2 ≤ ξ2

0e
2C5(t−s) ‖w(s)‖2 , s < t ≤ t0.

Integrating and using the Poincaré inequality yields

‖∇w2(t)‖2 ≤ ‖∇w2(s)‖2 e−λn+1(t−s) + ξ2
0 ‖w(s)‖2 e2C5(t−s)

∫ t

s

e−λn+1(t−τ)dτ

≤ ‖∇w(s)‖2 (e−λn+1(t−s) + λ−1
n+1λ

−1
1 ξ2

0e
2C5(t−s)) , s < t ≤ t0.

We fix t̃ > 0. Setting s = t− t̃ we obtain for u, v ∈ H1
0 (Ω) and t ≤ t0∥∥QnU(t, t− t̃)u−QnU(t, t− t̃)v

∥∥
H1

0 (Ω)
≤ ‖u− v‖H1

0 (Ω)

(
e−λn+1 t̃ + λ−1

n+1λ
−1
1 ξ2

0e
2C5 t̃
) 1

2 .

We choose n ∈ N so large that

λ :=
(
e−λn+1 t̃ + λ−1

n+1λ
−1
1 ξ2

0e
2C5 t̃
) 1

2
<

1

2
e−

α
2
t̃.

Then (H1) is satisfied with C(t, t− t̃) = QnU(t, t− t̃).
To show (H2) we use a straightforward modification of [1, Lemma 1].

Lemma 4.2. Let BVn
r (a) be a ball centered at a of radius r > 0 in an n-dimensional

space Vn. For any 0 < µ < r the minimum number of balls Nµ of radius µ and
centers in BVn

r (a) which is necessary to cover BVn
r (a) is less or equal to (1 + 2r

µ
)n.

Observe that from (4.15) we have∥∥U(t, t− t̃)u− U(t, t− t̃)v
∥∥
H1

0 (Ω)
≤ L ‖u− v‖H1

0 (Ω) , u, v ∈ H
1
0 (Ω), t ≤ t0,

with L = e
1
2
λ−1
1 ξ20 t̃. This implies that for any 0 < ν < L, R > 0 and u ∈ B(t− t̃)

PnU(t, t− t̃)(B(t− t̃) ∩BH1
0 (Ω)

R (u)) ⊂ BVn
LR(PnU(t, t− t̃)u) ⊂

Nν⋃
i=1

BVn
νR(vi)

with vi ∈ Vn ⊂ H1
0 (Ω) and by Lemma 4.2

Nν ≤
(

1 +
2L

ν

)n
≤
(

3L

ν

)n
,
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which shows (H2). Therefore, all assumptions of Corollary 2.6 and Corollary 2.8
are satisfied.

Theorem 4.3. Under the assumptions (4.2), (4.3), (4.5) and (4.4) the process
{U(t, s) : t ≥ s} on H1

0 (Ω) generated by the problem (4.1) possesses a pullback ex-
ponential attractor {M(t) : t ∈ R} in H1

0 (Ω) such that

(a) M(t) is a nonempty compact subset of B(t) ⊂ B̃(t) for t ∈ R and

diamH1
0
(M(t)) ≤ diamH1

0 (Ω)(B̃(t)) ≤ 4 max{
√
D1,

√
D2}e

α
2
|t|, t ∈ R,

(b) U(t, s)M(s) ⊂M(t), t ≥ s,
(c) if t̃ > 0 and t0 ≤ 0 and

(4.16) λ :=
(
e−λn+1 t̃ + λ−1

n+1λ
−1
1 ξ2(t0)e2C5 t̃

) 1
2
<

1

2
e−

α
2
t̃

for some n ∈ N and ν ∈ (0, 1
2
e−

α
2
t̃ − λ), then M(t) =Mν(t) and

(4.17) sup
t∈R

dim
H1

0 (Ω)
f (Mν(t)) ≤

−n ln
(

1 + 2ν−1e
1
2
λ−1
1 ξ2(t0)t̃

)
ln(2(ν + λ)) + α

2
t̃

,

(d) {M(t) : t ∈ R} pullback exponentially attracts {B(t) : t ∈ R} and every
bounded subset of L2(Ω) in the Hausdorff semidistance in H1

0 (Ω).

Moreover, the process possesses a pullback global attractor {A(t) : t ∈ R} contained
in the pullback exponential attractor {M(t) = Mν(t) : t ∈ R} and thus has a uni-
formly bounded fractal dimension in H1

0 (Ω).

Remark 4.4. We remark that estimating the bound in (4.17) and taking the limit
ν → 0 we get

sup
t∈R

dim
H1

0 (Ω)
f (A(t)) ≤ n,

where n ∈ N satisfies (4.16) and can be further estimated from above using (4.16)
and the arguments as in [2, p. 220].
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