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Abstract. We study convergence of normalized ergodic sum processes to

Lévy stable process in the Skorohod space with J1-topology. Our necessary

and sufficient conditions allow us to prove or disprove such convergence for
specific examples.

1. Introduction

Let T : Y → Y be a measurable transformation on a probability space (Y,B, ν)
and let h : Y → R be measurable. Under appropriate assumptions about the trans-
formation T and the function h there exist sequences bn > 0, cn, and a non-
degenerate random variable ζ such that the distributional limit holds

(1.1)
1

bn

n−1∑
j=0

h ◦ T j − cn
d−→ ζ in R

(the notation ‘
d−→ in X’ refers to weak convergence of distributions of given random

elements with values in the space X). The most studied case is the central limit
theorem when ζ is Gaussian distributed (see [8, 24, 37] and the references therein).
In particular, examples of dynamical systems which display convergence to stable
laws have been given [3, 11, 12, 14, 40].

A stronger result than the limit theorem in (1.1) is its functional version, called
a functional limit theorem (FLT) or weak invariance principle (WIP). We define
the processes {Xn(t) : t ≥ 0}, n ≥ 1, by

(1.2) Xn(t) =
1

bn

[nt]−1∑
j=0

h ◦ T j − tcn for t ≥ 0

(where the sum from 0 to −1 is set to be equal to 0). Then the Xn are random
elements with values in the Skorohod space D[0,∞), i.e., the space of all functions ψ
on [0,∞) that are right-continuous and have left-hand limits ψ(t−) for every t > 0.
We consider D[0,∞) with the Skorohod J1-topology: if ψn, ψ ∈ D[0,∞) then ψn

converges to ψ in the J1-topology if and only if there exists a sequence {λn} ⊂ Λ
such that

sup
s

|λn(s)− s| → 0 and sup
s≤m

|ψn(λn(s))− ψ(s)| → 0
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for all m ∈ N, where Λ is the family of strictly increasing, continuous mappings λ
of [0,∞] onto itself such that λ(0) = 0 and λ(∞) = ∞ (see e.g. [18, Section 6]).

The functional version of (1.1) takes the form of

(1.3) Xn
d−→ X in D[0,∞),

where X has sample paths in D[0,∞). In the case when the random variables h◦T j

are independent and identically distributed, (1.1) holds if and only if (1.3) holds
[29, 36], where necessarily X is a Lévy α-stable process with α ∈ (0, 2]. Recall
that X is a Lévy α-stable process if X(0) = 0, X has stationary independent in-
crements, and X(1) has an α-stable distribution. If α = 2 then X is a Brownian
motion and has continuous sample paths; see [24, 37] for results when (1.3) holds in
the context of dynamical systems. If α ∈ (0, 2) then the paths of X are purely dis-
continuous and proving or disproving (1.3) seems to be much harder if one tries the
typical approach using tightness arguments and convergence of finite dimensional
distributions. Instead, we make use of necessary and sufficient conditions from [38]
for convergence to Lévy processes in D[0,∞) with J1-topology, which are based on
point process techniques and have their origin in [9].

For α ∈ (0, 2) and β ∈ [−1, 1], we will denote by Ξα,β a random variable with
characteristic function given by

(1.4) EeiuΞα,β =

{
exp(−σα|u|α(1− iβsign(u) tan(πα/2))), α 6= 1,
exp(iuβ(1− γ)− σα|u|(1 + iβ(2/π)sign(u) ln(u)), α = 1,

where γ is Euler’s constant, i.e., the limit of
∑n

j=1 1/j−log n, and the scale constant
σα is

σα =

{
Γ(2−α)
1−α cos(απ/2), α 6= 1,

π/2, α = 1.

Any α-stable random variable can be represented as bΞα,β + a for some a, b ∈ R.
The Lévy-Khintchine representation for Ξα,β takes the form

EeiuΞα,β = exp
[
iuaα +

∫
(eiux − 1− iux1[−1,1](x)Πα(dx)

]
,

where

aα =

{
β α

1−α , α 6= 1,

0, α = 1,

and Πα is a Lévy measure given by

Πα(dx) = α
(
p1(0,∞)(x) + (1− p)1(−∞,0)(x)

)
|x|−α−1dx, p =

1 + β

2
.

It is often convenient to denote by I(A) the indicator function 1A of the set A.
Let X(α) be a Lévy α-stable process on a probability space (Ω,F ,P) with sam-

ple paths in D[0,∞) and with X(α)(1)
d
= Ξα,β . The process of discontinuities

∆X(α)(t) := X(α)(t)−X(α)(t−), t > 0, determines Poisson random measures. For
B ∈ B((0,∞)× (R \ {0})), we define the random variable by

N(α)(B) := #
{
s > 0: (s,∆X(α)(s)) ∈ B

}
.

We have P(N(α)(B) <∞) = 1 if and only if Leb×Πα(B) <∞, where Leb denotes
the Lebesgue measure. In that case, N(α)(B) has a Poisson distribution with mean
Leb×Πα(B) (see e.g. [33, Chapter 4]).
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Let T be a measurable transformation on a probability space (Y,B, ν) and
h : Y → R be measurable. Let Xn, n ≥ 1, be as in (1.2), where bn > 0, cn
are some constants. We define

Nn(B) := #
{
j ≥ 1 :

( j
n
,
h ◦ T j−1

bn

)
∈ B

}
, n ≥ 1,

for B ∈ B((0,∞)× (R \ {0})) and we will write

Nn
d−→ N(α)

if and only if Nn(B)
d−→ N(α)(B) in R for all B ∈ B((0,∞) × (R \ {0})) with

Leb × Πα(B) < ∞ and Leb × Πα(∂B) = 0, where ∂ denotes the boundary of a
given set. Let h be such that ν(h◦T j 6= 0) = 1 for all j ≥ 0 and let us observe that
∆Xn(s) := Xn(s)−Xn(s−) 6= 0 if and only if s = j/n and h ◦ T j−1 6= 0 for some
j ≥ 1, in which case we have ∆Xn(s) = h ◦ T j−1/bn and

Nn(B) = #
{
s > 0 : (s,∆Xn(s)) ∈ B

}
.

Thus, Nn counts the number of discontinuities of the process Xn and the condition

Nn(B)
d−→ N(α)(B) means that this number is asymptotically Poisson distributed.

Theorem 1.1. Suppose that ν(h ◦ T j 6= 0) = 1 for all j ≥ 0. Then Xn
d−→ X(α) in

D[0,∞) if and only if Nn
d−→ N(α) and

(1.5) lim
ε→0

lim sup
n→∞

ν
(

sup
0≤t≤m

∣∣ 1
bn

[nt]−1∑
j=0

h◦T jI(|h◦T j | ≤ εbn)−t(cn−cα(ε))
∣∣ ≥ δ

)
= 0

for all δ > 0, m > 0, where cα(ε) = ε1−αβα/(α− 1) for α ∈ (1, 2), c1(ε) = −β ln ε,
and cα(ε) = 0 for α ∈ (0, 1).

If the h ◦ T j are independent and identically distributed then Nn
d−→ N(α) (see

e.g. [29]) if and only if h is regularly varying with index α ∈ (0, 2): there exists
p ∈ [0, 1] such that

(1.6) lim
x→∞

ν(h > x)

ν(|h| > x)
= p and lim

x→∞

ν(|h| > x)

x−αL(x)
= 1,

where L is a slowly varying function at ∞, i.e., L(rx)/L(x) → 1 as x → ∞ for
every r > 0. In that case, condition (1.5) also holds for all δ > 0, m > 0, where bn,
cn, are such that

(1.7) lim
n→∞

nν(|h| > bn) = 1 and cn =

 0, 0 < α < 1,
nb−1

n Eν(hI(|h| ≤ bn)), α = 1,
nb−1

n Eν(h), 1 < α < 2.

Note that h satisfying condition (1.6) is also called ([3, 11]) to be in the domain of
attraction of a stable law with index α.

Under the additional assumptions that T is measure preserving and h is regularly
varying we obtain the following result.

Theorem 1.2. Let T be a measure preserving transformation on (Y,B, ν). Suppose
that h is regularly varying with index α ∈ (0, 2), the sequences bn, cn, are as in (1.7),
and one of the following two conditions holds:

(1) α ∈ (0, 1);
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(2) α ∈ [1, 2) and, for any δ > 0, we have

lim
ε→0

lim sup
n→∞

ν
(
max

1≤k≤n

∣∣ 1
bn

k−1∑
j=0

(
h ◦ T jI(|h ◦ T j | ≤ εbn)−Eν(hI(|h| ≤ εbn))

)∣∣ ≥ δ
)
= 0.

If Nn
d−→ N(α) then Xn

d−→ X(α) in D[0,∞).

The condition Nn
d−→ N(α) implies that Nn((0, 1]×B)

d−→ N(α)((0, 1]×B) for all
B ∈ B(R \ {0}) with Πα(B) <∞ and Πα(∂B) = 0, which we will denote by

Nn((0, 1]× ·) d−→ N(α)((0, 1]× ·).
We have the following result for convergence to stable laws.

Theorem 1.3. Let T be a measure preserving transformation on (Y,B, ν). Suppose
that h is regularly varying with index α ∈ (0, 2), the sequences bn, cn, are as in (1.7),
and one of the following two conditions holds:

(1) α ∈ (0, 1);
(2) α ∈ [1, 2) and for any δ > 0, we have

lim
ε→0

lim sup
n→∞

ν
(∣∣ 1
bn

n−1∑
j=0

(
h ◦ T jI(|h ◦ T j | ≤ εbn)− Eν(hI(|h| ≤ εbn))

)∣∣ ≥ δ
)
= 0.

If Nn((0, 1]× ·) d−→ N(α)((0, 1]× ·), then

(1.8)
1

bn

n−1∑
j=0

h ◦ T j − cn
d−→ Ξα,β in R.

Theorems 1.1–1.3 are proved in Section 2 using results from [38]. We now give
one example when (1.8) holds but the convergence to the Lévy process X(α) with

X(α)(1)
d
= Ξα,β in D[0,∞) with J1-topology fails; see also Example 2.1 for a similar

conclusion.

Example 1.1. Consider the map Tγ : [0, 1] → [0, 1] given by

Tγ(y) =

{
y(1 + 2γyγ), 0 ≤ y ≤ 1

2 ,
2y − 1, 1

2 < y ≤ 1,

where γ ∈ (0, 1). The transformation Tγ has a unique absolutely continuous in-
variant probability measure νγ . It is shown in [11] that if γ > 1/2 and h is Hölder

continuous with h(0) 6= 0 and Eνγ
(h) = 0, then for α = 1/γ and bn = bn1/α, where

b is a positive constant, we have

1

bn

n−1∑
j=0

h ◦ T j d−→ Ξα,sign(h(0)) in R.

Since h is bounded and bn → ∞, there exists ε > 0 such that supj |h ◦ T j | ≤ εbn
for all n sufficiently large. Thus

lim
n→∞

ν
(
Nn((0, 1]×B) = 0

)
= 1

for all B ⊂ R \ [−ε, ε], but

P
(
N(α)((0, 1]×B) = 0

)
= e−Πα(B),
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which is equal to 1 if and only if Πα(B) = 0. This shows that the condition

Nn((0, 1]× ·) d−→ N(α)((0, 1]× ·) does not hold and that it is not necessary for (1.8).
From Theorem 1.1 it also follows that the distributional limit theorem in this ex-
ample has no functional version in the Skorohod space with J1-topology.

The main difficulty in proving convergence to Lévy stable processes for specific

examples is to show that Nn
d−→ N(α). Thus, in Section 3 we provide two sufficient

conditions (Theorems 3.1 and 3.3) for Nn
d−→ N(α), which are expressed with the

help of hitting times. These are our main tools in Section 4, where we show how
Theorem 1.2 can be applied to particular examples of maps and functions. We
hope that our approach can be improved to give more examples where there is
convergence to Lévy stable processes in D[0,∞) with J1-topology. In Section 4.1
we consider exponentially continued fraction mixing sequences [1, 5], which extend
the standard example of the Gauss continued fraction map for which distributional
limit theorems were studied in [22] and their functional versions in [32]; examples
of such sequences can also be constructed via Gibbs-Markov maps. Section 4.2
is devoted to weakly mixing piecewise monotonic maps of the interval which are
uniformly expanding and satisfy Adler’s and finite images conditions. Here we
prove FLT when the function h is locally constant on the dynamical partition,
which allows us to study distributional behavior of the digits of Japanese continued

fractions [26]. We also provide a simple sufficient condition for Nn
d−→ N(α) when

the function h is piecewise monotonic with finitely many branches (Theorem 4.4).
We now give one example in this setting where we have convergence to Lévy stable
processes.

Example 1.2. Consider the tent map T (y) = 1 − 2|y|, y ∈ [−1, 1], where ν is
the normalized Lebesgue measure on [−1, 1]. Let h(y) = y−1/α for y > 0 and

h(y) = −h(−y) for y < 0. Then bn = n1/α, cn = 0, and Xn
d−→ X(α) in D[0,∞)

with X(α)(1)
d
= Ξα,0.

As an application of Theorem 1.3 we give a positive solution to a recent question
of Sinai [35].

Example 1.3. Let T be the doubling map T (y) = 2y mod 1 on [0, 1] preserving
the Lebesgue measure. Consider the non-integrable function

h(y) =
1

y − y0
,

where y0 ∈ (0, 1) has a finite dyadic expansion. Observe that h is regularly varying
with index α = 1, p = 1/2, and the sequences bn, cn, are of the form

bn = 2n, cn =
1

2
ln

1− y0
y0

.

We will show in Section 4.3 that Theorem 1.3 applies. Hence we obtain

1

bn

n−1∑
j=0

h ◦ T j − cn
d−→ Ξ1,0 in R.
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Consequently, for every integrable function h1 we have

1

n

n−1∑
j=0

(h+ h1) ◦ T j d−→ ζc in R,

where ζc is the Cauchy distribution, whose density is

1

(x− c)2 + π2
, where c = ln

1− y0
y0

+

∫ 1

0

h1(y)dy.

2. Necessary and sufficient conditions for FLT

We begin by introducing some background on point processes. We follow point
process theory as presented in Kallenberg [19] and Resnick [30]. For our purposes,
let E be either R0 = R\{0} or (0,∞)×R0, where R = R∪{−∞,∞}. The topology
on R0 is chosen so that the Borel σ-algebras B(R0) and B(R) coincide on R \ {0}.
Moreover, B ⊂ R0 is relatively compact (or bounded) if and only if B∩R is bounded
away from zero in R, i.e., 0 /∈ B ∩ R. The set of all Radon measuresM(E) on B(E),
i.e., nonnegative Borel measures which are finite on relatively compact subsets of E,
is a Polish space when considered with the topology of vague convergence. Recall
that mn converges vaguely to m

mn
v−→ m iff mn(f) → m(f) for all f ∈ C+

K(E),

where m(f) =
∫
E
f(x)m(dx) and C+

K(E) is the space of nonnegative continuous

functions on E with compact support. We have mn
v−→ m if and only if mn(B) →

m(B) for all relatively compact B for which m(∂B) = 0. The set Mp(E) of all
integer-valued measures in M(E), called point measures on E, is a closed subspace
of M(E). A point process N on E is an Mp(E)-valued random variable, defined on

some probability space. Given a sequence of point processes Nn we have Nn
d−→ N

in Mp(E), by [19, Theorem 4.2], if and only if E[e−Nn(f)] → E[e−N(f)] for all
f ∈ C+

K(E). A point process N is called a Poisson process with mean measure
Π ∈ M(E) if N(B1), . . . , N(Bl) are independent random variables for any disjoint
sets B1, . . . , Bl ∈ B(E) and N(B) is a Poisson random variable with mean Π(B)
for B ∈ B(E) with Π(B) <∞.

Proof of Theorem 1.1. We will apply [38, Theorem 3.1]. Let X be a Lévy process
with characteristic function of X(1) given by

EeiuX(1) = exp
[∫

(eiux − 1− iuxI(|x| ≤ 1))Πα(dx)
]
, u ∈ R,

and let N be a Poisson point process on (0,∞)×R0 with mean measure Leb×Πα,
where we extend Πα on B(R0) by setting Πα(R0 \R) = 0. We define the processes

{X̃n(t) : t ≥ 0}, n ≥ 1, by

X̃n(t) =
∑
j≤nt

Xn,j − tc̃n, t ≥ 0, where Xn,j =
1

bn
h ◦ T j−1, j ≥ 1,

and c̃n = cn + aα, n ≥ 1. The corresponding point process Ñn on (0,∞) × R0 is
given by

Ñn(B) := #
{
s > 0 : (s, X̃n(s)− X̃n(s−)) ∈ B

}
, B ∈ B((0,∞)× R0).
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From [38, Theorem 3.1] it follows that X̃n
d−→ X in D[0,∞) with J1-topology if and

only if Ñn
d−→ N in Mp((0,∞)× R0) and, for any δ > 0, m > 0,

(2.1) lim
ε→0

lim sup
n→∞

ν
(

sup
0≤t≤m

∣∣∑
j≤nt

Xn,jI(|Xn,j | ≤ ε)− t(c̃n − a(ε))
∣∣ ≥ δ

)
= 0,

where a(ε) =
∫
{x : ε<|x|≤1} xΠα(dx).

First, we observe that for α 6= 1 we have

aα =

{ ∫
{x : |x|≤1} xΠα(dx), α ∈ (0, 1),∫
{x : |x|>1} xΠα(dx), α ∈ (1, 2).

Thus, if α ∈ [1, 2) then c̃n − a(ε) = cn − cα(ε) and condition (2.1) is equivalent
to (1.5). If α ∈ (0, 1) then aα − a(ε) = βαε1−α/(1− α) → 0 as ε→ 0, which shows
that (2.1) holds for all δ,m > 0 if and only if condition (1.5) holds for all δ,m > 0.

Since Xn(t) − X̃n(t) = taα, t ≥ 0, and X(1) + aα
d
= Ξα,β , we obtain X̃n

d−→ X

in D[0,∞) if and only if Xn
d−→ X(α) in D[0,∞). Hence, it remains to show that

Ñn
d−→ N inMp((0,∞)×R0) if and only if Nn

d−→ N(α). Since the measure Leb×Πα

is non-atomic, we have, by [20, Theorem 16.16], Ñn
d−→ N inMp((0,∞)×R0) if and

only if Ñn(B)
d−→ N(B) in R for all B ∈ B((0,∞) × R0) with Leb × Πα(B) < ∞

and Leb×Πα(∂B) = 0. Note that

Ñn(B) = #{s > 0: (s,∆Xn(s)) ∈ B} = Nn(B)

for all B ∈ B((0,∞)× (R\{0})). Moreover, ν(Ñn(B) = 0) = 1 and P(N(B) = 0) =
1 for all B ∈ B((0,∞)×R0) \B((0,∞)× (R \ {0})), which completes the proof. �

Remark 2.1. A closer look at the proof of Theorem 3.1 in [38] shows that Nn
d−→

N(α) and condition (1.5) imply Xn
d−→ X(α) in D[0,∞) without the assumption that

ν(h ◦ T j 6= 0) = 1 for all j ≥ 0, which is needed only for the converse implication.

With the notation as in the Introduction we have the following.

Lemma 2.2. Suppose that Nn((0, 1]× ·) d−→ N(α)((0, 1]× ·).
(1) For every x > 0 we have

lim
n→∞

ν
(
max{h, h ◦ T, . . . , h ◦ Tn−1} ≤ xbn

)
= e−Πα((x,∞)).

(2) If

(2.2) lim
ε→0

lim sup
n→∞

ν
(∣∣ 1
bn

n−1∑
j=0

h ◦ T jI(|h ◦ T j | ≤ εbn) + cα(ε)− cn
∣∣ ≥ δ

)
= 0

for all δ > 0, then

1

bn

n−1∑
j=0

h ◦ T j − cn
d−→ Ξα,β in R.

Proof. To prove part (1) let x > 0. Since Πα((x,∞)) < ∞ and Πα({x}) = 0, we
obtain

Nn((0, 1]× (x,∞))
d−→ N(α)((0, 1]× (x,∞)),
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whereN(α)((0, 1]×(x,∞)) has a Poisson distribution with mean Πα((x,∞)). Hence,

ν
(
Nn((0, 1]× (x,∞)) = 0

) d−→ P
(
N(α)((0, 1]× (x,∞)) = 0

)
= e−Πα((x,∞)),

and the left hand-side is equal to ν(max{h, h ◦ T, . . . , h ◦ Tn−1} ≤ xbn), which
completes the proof of part (1).

Part (2) follows from [38, Theorem 3.2] similarly to the proof of Theorem 1.1. �

We now provide one more example when (1.8) holds but Xn 6 d−→ X(α) in D[0,∞)
with J1-topology.

Example 2.1. Let T : [0, 1] → [0, 1] be the doubling map T (y) = 2y mod 1 on
[0, 1]. Consider the invariant measure ν = Leb and the function h(y) = y−1/α,
y ∈ (0, 1], α ∈ (0, 2). It is shown in [13] that there exists a sequence cn such that

21/α − 1

n1/α

n−1∑
j=0

h ◦ T j − cn
d−→ Ξα,1 in R.

Let us suppose that Xn
d−→ X(α) in D[0,∞), where bn = n1/α/(21/α − 1). From

Theorem 1.1 and Lemma 2.2 it follows that

lim
n→∞

ν
(
max{h, . . . , h ◦ Tn−1} ≤ bnx

)
= e−Πα((x,∞)) = e−x−α

, x > 0.

We now show that this is not true. By the result of [17], we have

lim
ε→0

ν
( ⋃
0≤j≤ t

ε

T−j([0, ε))
)
= 1− e−t/2 for t > 0,

which can be rewritten as

lim
ε→0

ν
(
εσε ≤ t

)
= 1− e−t/2,

where σε(y) = inf{j ≥ 0: T j(y) ∈ [0, ε)}. For x > 0, we have

ν
(
max{h, . . . , h ◦ Tn−1} ≤ bnx

)
= 1− ν(σεn ≤ n− 1),

where εn := (bnx)
−α → 0. Hence, εn(n− 1) → (21/α − 1)αx−α and, consequently,

lim
n→∞

ν
(
max{h, . . . , h ◦ Tn−1} ≤ bnx

)
= e−x−α(1−2−1/α)α , x > 0.

We now turn to the proofs of Theorems 1.2 and 1.3. From (1.6) it follows that
the sequence bn satisfies

lim
n→∞

nL(bn)

bαn
= 1,

and for x > 0 we have

(2.3) lim
n→∞

nν(h > bnx) = x−αp and lim
n→∞

nν(h < −bnx) = x−α(1− p).

From Karamata’s theorem (see e.g. [10]) we obtain the following asymptotic behav-
ior of truncated moments:

(2.4) Eν(|h|I(|h| ≤ εbn)) ∼
α

1− α
εbnν(|h| > εbn)

and

(2.5) Eν(h
2I(|h| ≤ εbn)) ∼

α

2− α
(εbn)

2ν(|h| > εbn).
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Proof of Theorem 1.3. We apply Lemma 2.2. For α ∈ (0, 1), we obtain, by the
Markov inequality,

ν
(∣∣ n−1∑

j=0

h ◦ T jI(|h ◦ T j | ≤ εbn)
∣∣ ≥ δbn

)
≤ n

δbn
Eν(|h|I(|h| ≤ εbn)).

From (2.4) it follows that

lim
n→∞

nb−1
n Eν(|h|I(|h| ≤ εbn)) =

α

1− α
ε1−α,

which shows that (2.2) holds in this case, since 1− α > 0.
Let ε ∈ (0, 1). If α = 1 then cn = nb−1

n Eν(hI(|h| ≤ bn)) and

lim
n→∞

nb−1
n Eν(hI(εbn < |h| ≤ bn)) = cα(ε),

if α ∈ (1, 2) then cn = nb−1
n Eν(h) and

lim
n→∞

nb−1
n Eν(hI(|h| > εbn)) = cα(ε).

Consequently,

lim
n→∞

(
nb−1

n Eν(hI(|h| ≤ εbn)) + cα(ε)− cn
)
= 0,

which shows that condition (2) implies condition (2) in Lemma 2.2. �

Proof of Theorem 1.2. We apply Theorem 1.1. First suppose that α ∈ (0, 1). By
the maximal inequality from [21, Theorem 1], we obtain

ν
(

sup
0≤t≤m

∣∣ 1
bn

[nt]−1∑
j=0

h ◦ T jI(|h ◦ T j | ≤ εbn)
∣∣ ≥ δ

)
≤ [nm]

δbn
Eν(|h|I(|h| ≤ εbn)),

which shows, as above, that condition (1.5) holds for all δ > 0, m > 0.
Now suppose that α ∈ [1, 2). Observe that we have

lim
n→∞

sup
0≤t≤m

∣∣[nt]b−1
n Eν(hI(|h| ≤ εbn)) + tcα(ε)− tcn

∣∣ = 0

for all ε ∈ (0, 1), m > 0. Thus condition (1.5) holds if and only if

lim
ε→0

lim sup
n→∞

ν
(

sup
0≤t≤m

∣∣ 1
bn

[nt]−1∑
j=0

(
h◦T jI(|h◦T j | ≤ εbn)−Eν(hI(|h| ≤ εbn))

)∣∣ ≥ δ
)
= 0

for all δ > 0, m > 0, which is implied by condition (2), since ν is invariant for
T . �

To conclude this section we use the notion of transfer operator to provide suf-
ficient conditions for condition (2) of Theorem 1.2 and, respectively, Theorem 1.3.
Given a measurable transformation T on (Y,B) and a σ-finite measure µ on (Y,B)
with respect to which T is nonsingular, i.e., µ(T−1(A)) = 0 for all A ∈ B with
µ(A) = 0, the Perron-Frobenius (or transfer) operator P : L1(Y, µ) → L1(Y, µ) is
defined by the relation∫

A

Pf(y)µ(dy) =

∫
T−1(A)

f(y)µ(dy) for all A ∈ B.

This in turn gives rise to different operators for different underlying measures on
B. Thus if ν is invariant for T , then T is nonsingular and the transfer operator
PT : L1(Y, ν) → L1(Y, ν) is well defined. Here we write PT to emphasize that the
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underlying measure ν is invariant under T . The following is a consequence of [23,
Proposition 1].

Proposition 2.3. If T is a non-invertible measure preserving transformation on
the probability space (Y,B, ν), then

∥∥ max
1≤k≤n

∣∣k−1∑
j=0

f ◦ T j
∣∣ ∥∥

2
≤

√
n
(
3‖f − PT f ◦ T‖2 + 4

√
2

log2 n∑
j=0

2−j/2
∥∥ 2j∑
k=1

Pk
T f

∥∥
2

)
for all f ∈ L2(Y, ν) and n ≥ 1.

Let us define

hx = hI(|h| ≤ x)− Eν(hI(|h| ≤ x)), x > 0.

Corollary 2.4. Let T be a non-invertible measure preserving transformation on
(Y,B, ν). Suppose that h is regularly varying with index α ∈ [1, 2) and the sequence
bn is such that nν(|h| > bn) → 1 as n→ ∞. If

(2.6) lim
ε→0

lim sup
n→∞

√
n

bn

log2 n∑
j=0

2−j/2
∥∥ 2j∑
k=1

Pk
Thεbn

∥∥
2
= 0,

then condition (2) of Theorem 1.2 holds.

Proof. From Proposition 2.3 it follows that

∥∥ max
1≤k≤n

∣∣k−1∑
j=0

hx ◦ T j
∣∣ ∥∥

2
≤ 6

√
n‖hx‖2 + 4

√
2
√
n

log2 n∑
j=0

2−j/2
∥∥ 2j∑
k=1

Pk
Thx

∥∥
2

for all x > 0 and n ≥ 1. We have

nb−2
n ‖hεbn‖22 ≤ nb−2

n Eν(h
2I(|h| ≤ εbn))

and, by (2.5), we obtain

lim
n→∞

nb−2
n Eν(h

2I(|h| ≤ εbn)) =
α

2− α
ε2−α, ε > 0.

Hence the result follows, since 2− α > 0. �

Corollary 2.5. Let T be a non-invertible measure preserving transformation on
(Y,B, ν). Suppose that h is regularly varying with index α ∈ [1, 2) and the sequence
bn is such that nν(|h| > bn) → 1 as n→ ∞. If

(2.7) lim
ε→0

lim sup
n→∞

1

b2n

n−1∑
k=1

(n− k)

∫
hεbnPk

Thεbndν = 0,

then condition (2) of Theorem 1.3 holds.

Proof. Making use of the identity

Eν(
n−1∑
j=0

hεbn ◦ T j)2 = nEν(h
2
εbn) + 2

n−1∑
j=1

(n− j)Eν(hεbnhεbn ◦ T j),

the result follows from the Markov inequality and (2.5). �
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3. Hitting times and Poisson laws

In this section we provide sufficient conditions for Nn
d−→ N(α) in terms of hitting

time statistics. We assume throughout that T is a measure preserving transforma-
tion on a probability space (Y,B, ν). For any set U ∈ B with ν(U) > 0 we define
the return/hitting time function τU by

τU (y) = inf{k ≥ 1: T k(y) ∈ U},

where inf ∅ := ∞. When restricted to U , τU is the return time function of U , while
it is usually called the hitting time when considered as a function on the whole
Y . If ν is ergodic then τU is finite a.e. If Un ∈ B are sets of positive measure
such as shrinking balls or cylinders with ν(Un) → 0 as n → ∞, then it is known
that ν(Un)τUn

may converge in distribution to an exponential distribution (see
[7, 15, 16]). The next result also provides examples of such asymptotically rare
events.

Theorem 3.1. Let h be regularly varying with index α and let the sequence bn be
such that nν(|h| > bn) → 1 as n→ ∞.

(1) We have Nn((0, 1]× ·) d−→ N(α)((0, 1]× ·) if and only if

(3.1) lim
n→∞

ν
(
τh−1(bnJ) > n

)
= e−Πα(J)

for all sets J ∈ J , where J is the family of all finite unions of intervals of
the form (x, y], where −∞ ≤ x < y ≤ ∞ and 0 6∈ [x, y].

(2) If

(3.2) lim
n→∞

sup
B∈B

∣∣ν({τh−1(bnJ) > [ns]} ∩ T−[nt](B)
)
− e−sΠα(J)ν(B)

∣∣ = 0

for all J ∈ J and 0 ≤ s < t, then Nn
d−→ N(α).

(3) If Nn
d−→ N(α) then

ν(h−1(bnJ))τh−1(bnJ)
d−→ Exp(1)

for all J ∈ J , where Exp(1) is an exponentially distributed random variable
with mean 1.

Proof. We first prove part (2). Let R be the class of all finite unions of disjoint
rectangles of the form (s, t]× (x, y] where 0 ≤ s < t and 0 /∈ [x, y]. By Kallenberg’s

theorem [19, Theorem 4.7] (see also [30, Proposition 3.22]) we have Nn
d−→ N(α) if

the following holds: for any R ∈ R

(3.3) lim
n→∞

ν
(
Nn(R) = 0

)
= P

(
N(α)(R) = 0

)
and

(3.4) lim
n→∞

EνNn(R) = EN(α)(R).

Any set R ∈ R can be rewritten as

(3.5) R =
k⋃

i=1

(si, ti]× Ji,
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where 0 ≤ s1 < t1 < . . . < sk < tk, and Ji ∈ J , i = 1, . . . , k, k ≥ 1. We have

EN(α)(R) =
k∑

i=1

(Leb×Πα)((si, ti]× Ji) =
k∑

i=1

(ti − si)Πα(Ji)

and

EνNn(R) =
k∑

i=1

∫
Nn((si, ti]× Ji)dν =

k∑
i=1

([nti]− [nsi])ν(h
−1(bnJi)).

From (2.3) it follows that nν(h−1(bnJi)) → Πα(Ji), as n → ∞, for each i, which
completes the proof of (3.4). To prove (3.3), we use induction on the number of
sets in the union (3.5). Let R = (s1, t1] × J1, 0 ≤ s1 < t1, J1 ∈ J . Define
Un = h−1(bnJ1), n ≥ 1. We have

ν
(
Nn(R) = 0

)
= ν

(
{y : T j(y) /∈ Un, ns1 < j + 1 ≤ nt1}

)
= ν

(
{y : T j(y) /∈ Un, 0 ≤ j ≤ [nt1]− [ns1]− 1}

)
.

Hence,

(3.6)
∣∣ν(Nn(R) = 0

)
− ν

(
τUn > [n(t1 − s1)]

)∣∣ ≤ 2ν(Un) → 0,

which proves the claim for such sets, since ν(τUn
> [ns]) → e−sΠα(J1) for s = t1−s1

by (3.2). Now let 0 ≤ s1 < t1 < . . . < sk < tk and Ji ∈ J for i = 1, . . . , k. Observe
that∣∣ν(Nn(

k⋃
i=1

(si, ti]×Ji) = 0
)
− ν

(
Nn(

k⋃
i=1

(s′i, t
′
i]×Ji) = 0

)∣∣ ≤ 2
k∑

i=j

ν(h−1(bnJi)) → 0,

where s′i = si − s1, t
′
i = ti − s1, i = 1, . . . , k, k ≥ 2. Thus, we can assume that

s1 = 0. Write R1 = (0, t1]× J1,

R2 =

k⋃
i=2

(si, ti]× Ji, and R′
2 =

k⋃
i=2

(si − s2, ti − s2]× Ji.

Since∣∣ν(Nn(R1 ∪R2) = 0
)
− ν

(
{τUn

> [nt1]} ∩ T−[ns2]({Nn(R
′
2) = 0})

)∣∣ → 0,

it follows from (3.2) that

ν
(
Nn(R) = 0

)
− e−t1Πα(J1)ν

(
Nn(R

′
2) = 0

)
→ 0,

which, by the induction hypothesis, implies

ν
(
Nn(R) = 0

)
→ e−t1Πα(J1)P

(
N(α)(R

′
2) = 0

)
= P

(
N(α)(R) = 0

)
.

For the proof of part (1) note that, by (3.6), we have

(3.7) lim
n→∞

ν
(
Nn((0, 1]× J) = 0

)
= P

(
N(α)((0, 1]× J) = 0

)
if and only if (3.1) holds for J ∈ J . By Kallenberg’s theorem, this and (3.4)

imply Nn((0, 1]× ·) d−→ N(α)((0, 1]× ·). Conversely, Nn((0, 1]× ·) d−→ N(α)((0, 1]× ·)
implies (3.7) for every J ∈ J .

Finally, to prove part (3) let J ∈ J and Un = h−1(bnJ), n ≥ 1. We have to
show that for all s > 0

lim
n→∞

ν
(
ν(Un)τUn > s

)
= e−s.
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Since Πα(J) <∞ and Leb×Πα(∂((0, t]× J)) = 0, where t = s/Πα(J), we obtain

Nn((0, t]× J)
d−→ N(α)((0, t]× J).

Hence,

ν
(
Nn((0, t]× J) = 0

)
→ P

(
N(α)((0, t]× J) = 0

)
= e−s.

Since ν(Un)[nt] → s as n→ ∞, the result follows as in (3.6). �

The conditional measure ν(·|U) on U is defined for B ∈ B by

ν(B|U) =


ν(B ∩ U)

ν(U)
, ν(U) > 0,

0, ν(U) = 0.

For the next result we will need the following consequence of [16, Lemma 2.4.].

Lemma 3.2. Let U ∈ B be such that ν(U) > 0. Then for each k ≥ 0

(3.8) |ν(τU > k)− (1− ν(U))k| ≤ inf{mν(U) + ν(τU ≤ m|U) + βm(U) : m ∈ N},
where

(3.9) βm(U) = sup
B∈B

|ν(T−m(B)|U)− ν(B)|.

LetQ be a countable measurable partition of Y in the sense that ν(
⋃

A∈QA) = 1.

We denote by Qk =
∨k−1

j=0 T
−jQ the family of all k-cylinders and by σ(Qk) the σ-

algebra generated by Qk. The partition Q is called mixing with rate function ϑ if
ϑ(n) → 0 as n→ ∞, where

ϑ(n) := sup{|ν(A ∩ T−(n+k)(B))− ν(A)ν(B)| : A ∈ σ(Qk), B ∈ B, k ≥ 1}.

Theorem 3.3. Let h be regularly varying with index α and measurable with respect
to σ(Q). Suppose that the partition Q is mixing with rate function ϑ. If for every
ε > 0 there exists a sequence of integers kn = kn(ε) such that

(3.10) kn = o(n), nϑ(kn) → 0, as n→ ∞,

and

(3.11) lim
n→∞

ν
(
τ{|h|>εbn} ≤ kn

∣∣|h| > εbn
)
= 0,

then Nn
d−→ N(α).

Proof. To prove that Nn
d−→ N(α) we make use of Theorem 3.1. Let J ∈ J and

0 ≤ s < t. Since {τh−1(bnJ) > [ns]} ∈ σ(Q[ns]), we obtain

sup
B∈B

∣∣ν({τh−1(bnJ) > [ns]} ∩ T−[nt](B)
)
− ν(τh−1(bnJ) > [ns])ν(B)

∣∣ ≤ ϑ([nt]− [ns]).

Hence, to check condition (3.2) it suffices to show that

lim
n→∞

ν(τh−1(bnJ) > [ns]) = e−sΠα(J).

Since Πα(J) < ∞, there is ε > 0 such that J ⊂ {x : |x| > ε}. Take kn as in (3.10)
such that (3.11) holds. We have nν(h−1(bnJ)) → Πα(J) and nν(|h| > εbn) →
Πα({x : |x| > ε}). Since h−1(bnJ) ⊂ {|h| > εbn}, we obtain

ν
(
τh−1(bnJ) ≤ kn

∣∣h−1(bnJ)
)
≤ ν

(
τ{|h|>εbn} ≤ kn

∣∣|h| > εbn
) ν(|h| > εbn)

ν(h−1(bnJ))
,
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which shows that the left-hand side in the last inequality goes to 0 as n→ ∞. We
also have

lim
n→∞

knν(h
−1(bnJ)) + ϑ(kn)ν(h

−1(bnJ))
−1 = 0.

From Lemma 3.2 we conclude that

lim
n→∞

|ν(τh−1(bnJ) > [ns])− (1− ν(h−1(bnJ))
[ns]| = 0,

which completes the proof. �

Remark 3.4. It is shown in [38, Theorem 4.2] that if h is regularly varying with

index α and Nn
d−→ N(α) then (3.11) holds for all sequences kn such that kn = o(n).

Condition (3.11) as well as part (3) of Theorem 3.1 can be used to construct more
examples where convergence to Lévy stable processes fails in D[0,∞) with J1-
topology.

4. Examples

In this section we collect a number of examples where there is convergence to
Lévy stable processes in D[0,∞) with J1-topology. In Corollaries 4.1 and 4.3 we
make the simplifying assumption that h is locally constant on the dynamical par-

tition. Then we can apply Theorem 3.3 to show that Nn
d−→ N(α) and the maximal

inequality of [34] to show that part (2) of Theorem 1.2 holds. In Theorem 4.4 we
show how the decay of correlations for weakly mixing AFU-maps can be combined

with Theorem 3.3 to obtain a simpler sufficient condition for Nn
d−→ N(α). Here

we assume that h is piecewise monotonic with finitely many branches. In the last
subsection we show how Theorem 1.3 applies to Example 1.3.

4.1. Continued fraction mixing maps. Let T be a measure preserving map on
a probability space (Y,B, ν) and let Q ⊂ B be a countable partition. Recall (see
[5] or [2]) that (T,Q) is called continued fraction mixing if there exists a constant
C > 0 such that

(4.1) ν(A ∩ T−k(B)) ≤ Cν(A)ν(B), A ∈ Qk, B ∈ B, k ≥ 1,

and there is n1 ≥ 1 and a sequence {εn}n≥n1
, εn → 0, such that

(4.2) (1− εn)ν(A)ν(B) ≤ ν(A ∩ T−(n+k)(B)) ≤ (1 + εn)ν(A)ν(B)

for all A ∈ Qk, B ∈ B, n ≥ n1, k ≥ 1. If εn → 0 exponentially, i.e., there exist
constants C1 > 0 and r ∈ (0, 1) such that εn ≤ C1r

n, n ≥ n1, then (T,Q) is called
exponentially continued fraction mixing.

Corollary 4.1. Suppose that (T,Q) is exponentially continued fraction mixing. If

h is Q measurable and regularly varying with index α ∈ (0, 2), then Xn
d−→ X(α) in

D[0,∞).

Proof. First we apply Theorem 3.3 to show that Nn
d−→ N(α). From (4.2) it follows

that φ−(n) ≤ εn, n ≥ n1, where

φ−(n) = sup
{∣∣ν(A ∩ T−(n+k)(B))

ν(B)
− ν(A)

∣∣ : A ∈ σ(Qk), B ∈ B, ν(B) > 0, k ≥ 1
}
.

In particular, the partition Q is mixing with rate function ϑ(n) ≤ φ−(n), n ≥ 1.
Since εn → 0 exponentially, we can find a sequence kn = o(n) such that (3.10)
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holds. To check (3.11) let ε > 0 and Un = {|h| > εbn}, n ≥ 1. We have nν(Un) →
Πα({x : |x| > ε}) and, by (4.1),

ν
(
τUn ≤ kn

∣∣Un

)
≤

kn∑
j=1

ν(T−j(Un)
∣∣Un) ≤ Cknν(Un) → 0.

Consequently, Nn
d−→ N(α). To check condition (2) of Theorem 1.2 we recall the

maximal correlation coefficients

ρ(n) = sup{|Corr(f, g)| : f ∈ L2(Fk), g ∈ L2(Fn+k), k ≥ 1},
where Fk = σ({h ◦T j−1 : j ≤ k}) and Fn+k = σ({h ◦T j−1 : j ≥ n+ k}). From [28]
it follows that

ρ(n) ≤ 2
√
φ−(n), n ≥ 1.

Let ε > 0 and hεbn = hI(|h| ≤ εbn) − Eν(hI(|h| ≤ εbn) for n ≥ 1. The stationary
sequence {hεbn ◦ T j : j ≥ 0} is ρ-mixing. By [34, Theorem 1.1], there exists a
constant K1 such that

Eν

(
max

1≤k≤n
| 1
bn

k−1∑
j=0

hεbn ◦ T j |2
)
≤ K1

n

b2n
Eν(|hεbn |2)

for all ε > 0 and n ≥ 1. From (2.5) it follows that

lim
n→∞

n

b2n
Eν(|h|2I(|h| ≤ εbn)) =

α

2− α
ε2−α,

which completes the proof. �

Example 4.1. (Gauss’ continued fraction map) This is the map T : [0, 1) → [0, 1)
given by T (y) = 1/y mod 1. Let ν be the Gauss measure with density g∗(y) =
1/ ln 2(y + 1). Then the partition Q = {(1/(j + 1), 1/j) : j ≥ 1} is exponentially
continued fraction mixing. Consider the function h(y) = a1(y) :=

[
1/y

]
. It is

regularly varying with index 1 and we have

bn = n/ ln 2 and cn =
∑

1≤j≤bn

j ln
(
1 +

1

j(j + 2)

)
.

By Corollary 4.1, we have Xn
d−→ X(α) in D[0,∞) with X(α)(1)

d
= Ξα,1.

Examples of maps with exponentially continued fraction mixing partitions are
provided by Gibbs-Markov maps [2, 3]. Let (Y,B,m, T ) denote a nonsingular trans-
formation of a standard probability space. It is called a Markov map if there is a
measurable partition Q such that TA ∈ σ(Q) mod m, which generates B under T
in the sense that σ({T−nQ : n ≥ 1}) = B and which satisfies T|A is invertible and
nonsingular for A ∈ Q (Markov maps are called Markov fibred systems in [5]). For
n ≥ 1, inverse branches of T denoted by vA : Tn(A) → A, A ∈ Qn, are nonsingular
with respect to m and have Radon-Nikodym derivatives

v′A :=
dm ◦ vA
dm

.

Let θ ∈ (0, 1). We define the metric dθ on Y by d(x, y) = θs(x,y), where s(x, y) is
the greatest integer n such that x, y lie in the same n-cylinder.

A Markov map T is Gibbs-Markov if the following two additional conditions
hold:
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(1) Big images property : inf{m(TA) : A ∈ Q} > 0.
(2) Distortion: there exists a constant c > 0 such that∣∣∣v′A(x)

v′A(y)
− 1

∣∣∣ ≤ cd(x, y), x, y ∈ TnA, A ∈ Qn, n ≥ 1.

A topologically mixing Gibbs-Markov map has a probability invariant measure ν
equivalent to m and (T,Q) is exponentially continued fraction mixing. A particular
class of Gibbs-Markov maps are Rényi maps as in [40].

Example 4.2. (First return time for intermittent maps) Let Tγ be as in Ex-
ample 1.1. Let Y = (1/2, 1] and ν(·) = νγ(·|Y ), where νγ is the unique ab-
solutely continuous invariant measure for Tγ . Consider the first return time func-
tion φ(y) = min{n ≥ 1: Tn

γ (y) ∈ Y }, y ∈ Y , and the induced map T = TY

given by T (y) = T
φ(y)
γ (y), y ∈ Y . The map T is Gibbs-Markov for the partition

Q = {Y ∩ {φ = j} : j ≥ 1} and ν is invariant for T . Limit theorems for Tγ proved
in [40] used the induced map T and functions of the form h = aφ+ψ, where a 6= 0
is a constant and ψ is bounded Q measurable and such that

∫
h dν = 0. The first

return time function φ is regularly varying with index α = 1/γ, and so is h with
p = 1 in the case a > 0 or with p = 0, if a < 0. Corollary 4.1 gives functional limit
theorems for such h and Example 1.1 shows that the inducing technique in [25] or
[40] (see also [12]) can not be used to prove functional limit theorems in D[0,∞)
with J1-topology for the original map.

4.2. Piecewise monotonic maps. Let I ⊂ R be an interval. For every measur-
able f : I → R define

varI(f) = sup
n∑

i=1

|f(xi−1)− f(xi)|,

where the supremum is taken over all finite ordered sequences, (xj) with xj ∈ I,
and for f ∈ L1 = L1(I,Leb) set

‖f‖BV = ‖f‖∞ +
∨
I

f, where
∨
I

f = inf{varI(f∗) : f∗ = f a.e.}.

Finally, let BV = {f ∈ L1 : ‖f‖BV <∞}.
A piecewise monotonic map of the interval is a triple (I, T,Q) where Q is a finite

or countable generating partition (mod Leb) of I and T : I → I is a map such that
T|A is continuous and strictly monotonic for each A ∈ Q. The Perron-Frobenius

operator P : L1 → L1 is of the form

Pf =
∑
A∈Q

v′A1TAf ◦ vA,

where vA : TA→ A is given by vA = (T|A)
−1 and v′A = dLeb ◦ vA/dLeb.

We consider the following properties of a piecewise monotonic map (I, T,Q):

(A) Adler’s condition: for all A ∈ Q, T|A extends to a C2 map on A and

T ′′/(T ′)2 is bounded on I.
(F) Finite images: {TA : A ∈ Q} is finite.
(U) Uniform expansion: inf |T ′| > 1.

Piecewise monotonic maps of the interval (I, T,Q) with properties (A),(F),(U),
will be called AFU maps. By [39, Corollary 1], every AFU map satisfies Rychlik’s
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condition [31] for existence of absolutely continuous invariant probability measure
(a.c.i.p.m.) and we have the following.

Proposition 4.2. If (I, T,Q) is a weakly mixing AFU map, then the unique
a.c.i.p.m. ν has a density g∗ ∈ BV and there exist constants C > 0 and θ ∈ (0, 1)
such that

‖Pnf −
(∫

I

f(x)dx
)
g∗‖BV ≤ Cθn‖f‖BV , f ∈ BV, n ≥ 1.

If (I, T,Q) is a weakly mixing AFU map, we define Y = {x ∈ I : g∗(x) > 0} and
B = {B ∩ Y : B ∈ B(I)}. Note that g∗ is bounded away from 0 and ∞ on Y .

Corollary 4.3. Suppose that (I, T,Q) is a weakly mixing AFU map. If h is Q
measurable and regularly varying with index α ∈ (0, 2), then Xn

d−→ X(α) in D[0,∞).

Proof. We proceed similarly to the proof of Corollary 4.1. From [6, Theorem 1] it
follows that there exists a constant C1 > 0 such that φ−(n) ≤ C1θ

n. From (A) and
(F) it follows that there exists a constant C2 > 0 such that Leb(A ∩ T−1(B)) ≤
C2Leb(A)Leb(B) for all A ∈ Q and B ∈ B. Since ν has a density bounded away
from 0 and ∞, there exists a constant C3 > 0 such that

ν(A ∩ T−1(B)) ≤ C3ν(A)ν(B), A ∈ Q, B ∈ B.

The rest of the proof is the same as that of Corollary 4.1. �

Example 4.3. (“Japanese” continued fractions) For a ∈ (0, 1] define Ta : [a −
1, a) → [a− 1, a) by

Tay =
∣∣∣1
y

∣∣∣− [∣∣∣1
y

∣∣∣+ 1− a
]
.

The map Ta is a weakly mixing AFU map. The countable partition Q is of the
form Q = {I+j }j≥j+ ∪ {I−j }j≥j− , where j

+ =
[
1
a +1− a

]
, j− = max{

[
1

1−a − a
]
, 2},

and

I+j =
( 1

j + a
,

1

j − 1 + a

)
, j > j+, I+j+ =

( 1

j+ + a
, a
)
,

I−j =
(
− 1

j − 1 + a
,− 1

j + a

)
, j > j−, I−j− =

(
a− 1,− 1

j− + a

)
.

It is shown in [27] that (T,Q) is not continued fraction mixing for almost all a ∈
(1/2, 1). The map T1 is the Gauss’ map and T1/2 is the nearest integer continued
fraction map.

The unique a.c.i.p.m. dνa = dga(x)dx is known in some ranges of the parameter
a. In particular, Nakada [26] computed the invariant densities ga for a ∈ [1/2, 1]:

For (
√
5− 1)/2 < a ≤ 1 we have

ga(y) = Ca

(
1[a−1, 1−a

a ](y)
1

y + 2
+ 1( 1−a

a ,a)(y)
1

y + 1

)
,

where Ca = 1/ln(a+ 1), and for 1/2 ≤ a ≤ (
√
5− 1)/2

ga(y) = Ca

(
1[a−1, 1−2a

a ](y)
1

y +G+ 1
+ 1( 1−2a

a , 2a−1
1−a )(y)

1

y + 2
+ 1[ 2a−1

1−a ,a)(y)
1

y +G

)
,

where Ca = 1/lnG and G = (
√
5 + 1)/2.
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We consider the function encoding the digits h(y) := sign(y)
[∣∣ 1

y

∣∣ + 1 − a
]
, y ∈

[a− 1, a). If a ∈ (1/2, 1) then h is regularly varying with α = 1, p = 1/2, and

bn = Can, cn =
1

Ca

∫
h(y)I(|h(y)| ≤ bn)ga(y) dy.

From Corollary 4.3 we obtain Xn
d−→ X(α) in D[0,∞) with X(α)(1)

d
= Ξ1,0, which

has a Cauchy distribution.

In the rest of this section we study the case when h is piecewise monotonic with a
finite number of branches and (I, T,Q) is a weakly mixing AFU map. The transfer
operator PT : L1(ν) → L1(ν) is given by

g∗PT (f) = P (fg∗) for f ∈ L1(ν).

From Proposition 4.2 it follows that there exist constants C1 > 0 and θ ∈ (0, 1)
such that if fg∗ ∈ BV then

(4.3) ‖Pn
T (f)− Eν(f)‖L∞(ν) ≤ C1θ

n‖fg∗‖BV , n ≥ 1.

For the next result we define the return time τ(U) of a set U into itself as

τ(U) = inf{τU (y) : y ∈ U}.
We have τ(U) = inf{k ≥ 1: U ∩ T−k(U) 6= ∅} = inf{k ≥ 1: U ∩ T k(U) 6= ∅}.

Theorem 4.4. Let (I, T,Q) be a weakly mixing AFU map. Suppose that h is
regularly varying with index α and piecewise monotonic with a finite number of
branches. If

lim
n→∞

τ(|h| > εbn) = ∞

for all ε > 0, then Nn
d−→ N(α).

Proof. We apply Theorem 3.1. Let J ∈ J and 0 ≤ s < t. It suffices to show that

(4.4) ν(τh−1(bnJ) > [ns]) → e−sΠα(J)

and

(4.5) sup
B∈B

∣∣ν({τh−1(bnJ) > [ns]} ∩ T−[nt](B)
)
− ν(τh−1(bnJ) > [ns])ν(B)

∣∣ → 0.

Let ε > 0 be such that J ⊂ {x : |x| > ε}. Write

Un = h−1(bnJ) and Vn = {|h| > εbn}, n ≥ 1.

Set kn = max{τ(Vn), logθ ν(Un)
2}, n ≥ 1, where θ ∈ (0, 1) is as in (4.3). Note that

knν(Un) → 0 as n→ ∞. From Lemma 3.2 it follows that∣∣ν(τUn
> [ns])− (1− ν(Un))

[ns]
∣∣ ≤ knν(Un) + ν

(
τUn

≤ kn
∣∣Un

)
+ βkn

(Un),

where, by (4.3),

βkn
(Un) ≤

1

ν(Un)
C1θ

kn‖1Un
g∗‖BV .

Since h is piecewise monotonic with a finite number of branches, ‖1Un
g∗‖BV is

uniformly bounded. Hence, βkn
(Un) → 0. To prove (4.4) it remains to show that

ν(τUn ≤ kn
∣∣Un) → 0. We have

ν
(
τUn

≤ kn
∣∣Un

)
≤
ν
(
Vn ∩ {τVn

≤ kn}
)

ν(Un)
≤ 1

ν(Un)

kn∑
j=τ(Vn)

ν
(
Vn ∩ T−j(Vn)

)
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and

ν
(
Vn ∩ T−j(Vn)

)
=

∫
Vn

Pj
T 1Vndν =

∫
Vn

Pj
T 1Vn − ν(Vn)dν + ν(Vn)

2,

which, by (4.3), leads to

ν
(
τUn ≤ kn

∣∣Un

)
≤ ν(Vn)

ν(Un)

(
‖1Vng∗‖BV C1

kn∑
j=τ(Vn)

θj + knν(Vn)
)

and completes the proof of (4.4).
We now turn to the proof of (4.5). Observe that∣∣ν({τUn

> [ns]}∩T−[nt](B)
)
−ν(τUn

> [ns])ν(B)
∣∣ ≤ ‖P [nt]−[ns]

T (fn)−Eν(fn)‖L∞(ν),

where fn = P [ns]
T (1{τUn>[ns]}). By (4.3), it suffices to show that

lim sup
n→∞

‖fng∗‖BV = lim sup
n→∞

‖P [ns](1{τUn>[ns]}g∗)‖BV <∞.

We have {τUn
> [ns]} =

⋂[ns]
j=1 T

−j(U c
n) and we can write

1{τUn>[ns]} =

[ns]−1∏
j=0

ω ◦ T j , where ω = 1Uc
n
◦ T.

Since supn supA∈Q varA1Uc
n
◦ T < ∞, we can find l ∈ N, θ0 ∈ (0, 1), and C0 > 0,

(see e.g. the proof of Proposition 4 of [4]) such that∨
I

P l(ωlf) ≤ θ0
∨
I

f + C0‖f‖1, f ∈ BV,

where ωl =
∏l−1

j=0 ω ◦ T j . Iterating and making use of Proposition 4.2 completes

the proof of (4.5). �

Example 4.4. Let α ∈ (0, 1). Suppose that (I, T,Q) is a weakly mixing AFU
map and y0 ∈ I is a point with g∗(y0) 6= 0. Assume that h(y) = φ(|y − y0|) where
φ : (0,∞) → (0,∞) is such that φ(0) = ∞, φ is non-increasing, and

lim
x→∞

φ−1(sx)

φ−1(x)
= s−α

for all s > 0, where the generalized inverse φ−1 is defined by φ−1(s) = sup{t ≥
0: φ(t) ≥ s}. Then h is regularly varying with index α and the sequence bn is of
the form bn = φ(1/2g∗(y0)n).

In particular, we have τ(|h| > εbn) → ∞, as n→ ∞, if y0 is a point such that the
return times of shrinking balls with center at y0 diverges to∞, i.e., τ(B(y0, r)) → ∞
as r → 0. Hence, by Theorem 4.4, we obtain Nn

d−→ N(α) and, by Theorem 1.2,

Xn
d−→ X(α) with X(α)(1)

d
= Ξα,1.

Similarly, one can also consider functions which are piecewise monotonic and
have left and right-hand limits equal to +∞ or −∞ at one or more points. For the
case of α ∈ [1, 2) we need to check condition (2) of Theorem 1.2. By Corollary 2.4,
this condition holds when the function h is such that PThx = 0 for all x > 0, where
hx = hI(|h| ≤ x)−Eν(hI(|h| ≤ x)). We illustrate this with Example 1.2. Consider
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the tent map T (y) = 1 − 2|y|, y ∈ [−1, 1], where ν is the normalized Lebesgue
measure on [−1, 1]. We have

PT f(y) =
1

2
f
(y − 1

2

)
+

1

2
f
(1− y

2

)
.

Hence, PT f = 0 for all f which are odd functions on [−1, 1]. Let h(y) = y−1/α for
y > 0 and h(−y) = −h(y). Then PThx = 0 for all x > 0. We have bn = n1/α,

cn = 0, and {|h| > εbn} = B(0, (εαn)−1) for all ε > 0. By Theorem 4.4, Nn
d−→ N(α)

and we conclude that Xn
d−→ X(α) in D[0,∞) with X(α)(1)

d
= Ξα,0.

4.3. Cauchy limiting distribution for the doubling map. In this section we
will show that Theorem 1.3 applies to the doubling map T and the function h from

Example 1.3. From Theorem 4.4 it follows that Nn
d−→ N(α), since τ(B(y0, r)) → ∞

as r → 0. By Theorem 1.3 and Corollary 2.5, it remains to check that

(4.6) lim
ε→0

lim sup
n→∞

1

b2n

n−1∑
k=1

(n− k)

∫ 1

0

P khεbn(y)hεbn(y)dy = 0,

where hεbn = hI(|h| ≤ εbn)−Eν(hI(|h| ≤ εbn)) and P = PT is the Perron-Frobenius
operator given by

Pf(y) =
1

2
f
(y
2

)
+

1

2
f
(y + 1

2

)
, f ∈ L1.

For y0 ∈ R and a > 0 define

fy0
(y) =

1

y − y0
and fy0,a(y) = fy0

(y)I(|y − y0| ≥ a), y ∈ [0, 1].

Let a < min{y0, 1− y0} and y±k = 2ky0 − [2k(y0 ± a)]. We first show that

(4.7)

∫ 1

0

P kfy0,a(y)fy0,a(y)dy ≤
√
2

a
√
2k

+
2

√
a
√

|y−k − y0|
+

2
√
a
√

|y+k − y0|

for all k ≥ 1 with y±k 6= y0. In the case of y−k = y0 or y+k = y0, the corresponding

fraction in (4.7) should be replaced by 1/(2ka). We have Pfy0,a = f2y0,2a+f2y0−1,2a.
Hence,

P kfy0,a =
2k−1∑
j=0

f2ky0−j,2ka.

If j is such that either 2ky0 − j+2ka ≤ 0 or 2ky0 − j− 2ka ≥ 1, then f2ky0−j,2ka =
f2ky0−j and∫ 1

0

f2ky0−j(y)fy0,a(y)dy ≤
√
2a

|2ky − j − y0|
√
|2ky − j − y0 − a|

≤
√
2

2ka
√
2k
,

which shows that the sum over all such j is less than
√
2/(a

√
2k) and gives the first

term in the right-hand side of (4.7). Now, if j is such that 2ky0 − j + 2ka ≥ 1 and
2ky0 − j − 2ka ≤ 0, then f2ky0−j,2ka = 0. What is left are whose j, if any, such

that 2k(y0 − a) − 1 < j < 2k(y0 − a) or 2k(y0 + a) − 1 < j < 2k(y0 + a) and the



21

corresponding integrals are bounded by the remaining terms in (4.7). From (4.7)
it follows that there is a constant C > 0 such that

n−1∑
k=1

∫ 1

0

P kfy0,a(y)fy0,a(y)dy ≤ C√
a
(
1√
a
+ log2

1

a
+ 1), n ≥ 2.

To see this observe that for all k such that 2ka ≥ 2 we have |y±k − y0| ≥ 2k−1a

and for k satisfying 2ka < 2 we have |y−k − y0| ≥ 1− y0 or y−k = 2ky0 − [2ky0] < 1

and |y+k − y0| ≥ y0 or y+k = 2ky0 − [2ky0] > 0. The number of k such that

y±k = 2ky0 − [2ky0] ∈ (0, 1) is finite and the corresponding sum of 1/
√
|y±k − y0| or

1/2k does not depend on a. Since∫ 1

0

P khεbn(y)hεbn(y)dy ≤
∫ 1

0

P kfy0,(εbn)−1(y)fy0,(εbn)−1(y)dy,

we conclude that for all sufficiently large n

n−1∑
k=1

(n− k)

∫ 1

0

P khεbn(y)hεbn(y)dy ≤ Cn
√
εbn(

√
εbn + log2(εbn) + 1),

which implies (4.6).
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